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FIG. 33
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FIG. 35A
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FIG. 35B
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FIG. 36
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FIG. 38

( START )

OBTAIN DEVICE INFORMATION ABOUT

SECOND DEVICE — 53800
OBTAIN INFORMATION ABOUT TIME IN RELATION TO | a0 o
GALL WITH SECOND DEVICE
OBTAIN INFORMATION ABOUT CALL LOCATION OF | )
FIRST DEVICE 53820

BACK UP TEXT INFORMATION IN CHAT WINDOW  |— S3830

GENERATE CALL LIST, BASED ON OBTAINED

INFORMATION — 53840

ASSOCIATE CALL LIST WITH BACKED UP TEXT

INFORMATION AND STORE CALL LIST — 53850

END



U.S. Patent Sep. 27, 2016 Sheet 45 of 57 US 9,456,074 B2

FIG. 39
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SYSTEM AND METHOD OF PROVIDING
VOICE-MESSAGE CALL SERVICE

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation application of U.S.
application Ser. No. 14/721,352, filed on May 26, 2015,
which claims priorities from Korean Patent Application No.
10-2014-0062569, filed on May 23, 2014, and Korean
Patent Application No. 10-2015-0071231, filed on May 21,
2015, in the Korean Intellectual Property Office, the disclo-
sures of which are incorporated herein in their entireties by
reference.

BACKGROUND

1. Field

Aspects of exemplary embodiments relate to a system and
method of providing a voice-message call service, and more
particularly, to a system and method of providing a voice
call and a text service via a voice-message call service.

2. Description of the Related Art

Due to developments in a multimedia technology and a
network technology, a user may communicate with another
user by using various devices. In particular, the user may
have a conversation with another user by using a voice call
service and a text messaging service.

However, an environment in which the user may have a
conversation with the other user by using a device, such as
a noisy environment or an automobile environment, may
inappropriate for a voice call or a text exchange, respec-
tively.

Accordingly, there is a demand for a technology that
allows a user to co-use a voice call service and a text
exchange service, or to efficiently switch and use the voice
call service and the text exchange service.

SUMMARY

Aspects of the exemplary embodiments include a system
and method of providing a voice-message call service,
whereby a voice call and a text service may be co-provided
via the voice-message call service.

Aspects of the exemplary embodiments include a system
and method of providing a voice-message call service
capable of distinguishing between texts that indicate a
conversation between users during a voice-message call.

Aspects of the exemplary embodiments include a system
and method of providing a voice-message call service
capable of advising a user of a change in a call mode during
a voice-message call.

Additional aspects will be set forth in part in the descrip-
tion which follows and, in part, will be apparent from the
description, or may be learned by practice of the presented
embodiments.

According to an aspect of an exemplary embodiment,
there is provided a mobile device that performs a call with
an external mobile device, the mobile device including a
control unit configured to obtain converted voice data that is
exchanged between the mobile device and the external
mobile device and converted into converted text, during the
call between the mobile device and the external mobile
device, and obtain input text input to the mobile device and
provided text that is received from the external mobile
device; and a display unit for arranging the converted text,
the input text, and the provided text and displaying the
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2

arranged converted text, input text, and provided text on a
screen of the device, during the call between the mobile
device and the external mobile device.

According to an aspect of an exemplary embodiment,
there is provided a method of a mobile device performing a
call with an external mobile device, the method including
obtaining converted voice data that is exchanged between
the mobile device and the external mobile device and
converted into converted text, during the call between the
mobile device and the external mobile device, obtaining
input text that is input to the device, obtaining provided text
that is provided from the external mobile device, and arrang-
ing the converted text, the input text, and the provided text
and displaying the arranged converted text, input text, and
provided text on a screen of the device, during the call
between the mobile device and the external mobile device.

According to an aspect of an exemplary embodiment,
there is provided a system that provides a call between a first
mobile device and a second mobile device, the system
including a server including a communication unit config-
ured to receive a voice of a first user from the first mobile
device; and a control unit configured to convert the voice of
the first user into text, wherein the communication unit is
further configured to transmit the converted text to the
second device; the first mobile device configured to provide
the voice of the first user to the server; and the second mobile
device configured to display the converted text, which is
transmitted to the second mobile device, in a chat window
that is displayed on a screen of the second mobile device
during the call, wherein the chat window displays a conver-
sation between the first user and a second user.

BRIEF DESCRIPTION OF THE DRAWINGS

The above and other aspects will become apparent and
more readily appreciated from the following description of
the exemplary embodiments, taken in conjunction with the
accompanying drawings in which:

FIG. 1 illustrates a voice-message call service according
to an exemplary embodiment;

FIG. 2 is a flowchart of a method of displaying a text that
is converted from a voice and a text that is input by a user,
the method performed by a first device during a voice-
message call, according to an exemplary embodiment;

FIGS. 3A through 5 illustrate examples in which a voice-
message call function is activated, according to exemplary
embodiments;

FIG. 4 illustrates an example in which a voice-message
call function of the first device is activated when the first
device receives a call, according to an exemplary embodi-
ment;

FIG. 5 illustrates an example in which a voice-message
call function of the first device is activated during a voice
call, according to an exemplary embodiment;

FIG. 6 is a flowchart of a method of performing a
voice-message call with a second device of which voice-
message call function is not activated, the method performed
by the first device of which voice-message call function is
activated, according to an exemplary embodiment;

FIG. 7 is a flowchart of a method of performing a
voice-message call in a mutual manner, the method per-
formed by the first device and the second device, according
to an exemplary embodiment;

FIG. 8 is a flowchart of a method of performing a
voice-message call in a mutual manner, the method per-
formed by the first device and the second device, according
to another exemplary embodiment;
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FIG. 9 is a flowchart of a method of performing a
voice-message call in a mutual manner, the method per-
formed by the first device and the second device, according
to another exemplary embodiment;

FIG. 10 is a flowchart of displaying a chat window during
a voice-message call, the method performed by the first
device, according to an exemplary embodiment;

FIGS. 11A and 11B illustrate examples of a chat window
that is displayed during a voice-message call, according to
exemplary embodiments;

FIG. 12 illustrates an example where the first device and
the second device exchange a text that is converted from a
voice, via a specific chat application, according to an exem-
plary embodiment;

FIG. 13 is a flowchart of a method of determining a chat
application to be executed by interoperating with a voice call
when a voice-message call function is activated, the method
performed by the first device, according to an exemplary
embodiment;

FIG. 14 is a flowchart of a method of determining a chat
application to be used during a voice-message call, the
method performed by the first device, according to an
exemplary embodiment;

FIG. 15 is a flowchart of a method of installing a chat
application to be used during a voice-message call, the
method performed by the first device, according to an
exemplary embodiment;

FIG. 16A illustrates an example where the first device
activates a voice-message call function while the first device
uses a chat service, according to an exemplary embodiment;

FIG. 16B illustrates an example where the first device
initiates a voice-message call, according to a user input via
a screen of a users list of a chat application, according to an
exemplary embodiment;

FIG. 17 is a flowchart of a method of performing a
voice-message call while the first device and the second
device use a chat service, the method performed by the first
device and the second device, according to an exemplary
embodiment;

FIGS. 18 through 21 illustrate examples where a call
mode is changed during a voice-message call, according to
exemplary embodiments;

FIG. 22 is a flowchart of a method of switching a mode
of a voice-message call, the method performed by the first
device, according to an exemplary embodiment;

FIG. 23 is a flowchart of a method of performing a
voice-message call during a voice mode, the method per-
formed by the first device, according to an exemplary
embodiment;

FIG. 24 is a flowchart of a method of performing a
voice-message call during a text mode, the method per-
formed by the first device, according to an exemplary
embodiment;

FIG. 25 is a flowchart of a method of recognizing a call
mode of the second device, the method performed by the
first device, according to an exemplary embodiment;

FIG. 26 is a flowchart of a method of performing a
voice-message call, the method performed by the first device
that operates in a voice mode and the second device that
operates in a text mode, according to an exemplary embodi-
ment;

FIG. 27 is a flowchart of a method of performing a
voice-message call, the method performed by the first device
that operates in a voice mode and the second device that
operates in a text mode, according to an exemplary embodi-
ment;
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FIG. 28 is a flowchart of a method of performing a
voice-message call, the method performed by the first device
that operates in a voice mode and the second device that
operates in a text mode, according to an exemplary embodi-
ment;

FIGS. 29A, 29B, and 29C illustrate examples of a com-
bination mode that is one of call modes of a voice-message
call, according to exemplary embodiments;

FIG. 30 illustrates an example where a call mode of the
first device that performs a voice-message call is switched
from a voice mode to a combination mode or is switched
from the combination mode to the voice mode, according to
an exemplary embodiment;

FIG. 31 illustrates an example where a call mode of the
first device that performs a voice-message call is switched
from a text mode to a combination mode or is switched from
the combination mode to the text mode, according to an
exemplary embodiment;

FIG. 32 is a flowchart of a method of switching a mode
of a voice-message call, the method performed by the first
device, according to an exemplary embodiment;

FIG. 33 is a flowchart of a method of performing a
voice-message call during a combination mode, the method
performed by the first device, according to an exemplary
embodiment;

FIG. 34 is a flowchart of a method of performing a
voice-message call with the second device, the method
performed by the first device that operates in a combination
mode, according to an exemplary embodiment;

FIG. 35Ais a flowchart of a method of advising a first user
of a change in a call mode of the second device, and
recommending a first user to change a call mode, the method
performed by the first device, according to an exemplary
embodiment;

FIG. 35B is a flowchart of a method of advising a first user
of a change in input/output functions of the second device
during a combination mode, and recommending the first
user to change a call mode, the method performed by the first
device, according to an exemplary embodiment;

FIG. 36 illustrates an example where the first device
recommends a first user to change a call mode from a voice
mode to a text mode, according to an exemplary embodi-
ment;

FIG. 37 illustrates an example where the first device
recommends a first user to change a call mode from a text
mode to a voice mode, according to an exemplary embodi-
ment;

FIG. 38 is a flowchart of a method of generating a call list
in relation to voice-message calls, the method performed by
the first device, according to an exemplary embodiment;

FIG. 39 is a flowchart of a method of displaying a text
indicating a conversation between a first user and a second
user via a call list of the first device, according to an
exemplary embodiment;

FIGS. 40 through 42 illustrate examples of a call list,
according to exemplary embodiments;

FIG. 43 illustrates an example where the first device and
the second device perform a voice-message call via the
server, according to an exemplary embodiment;

FIG. 44 is a flowchart of a method of supporting a
voice-message call between the first device and the second
device by converting voices of first and second users into
texts, the method performed by the server, according to an
exemplary embodiment;

FIG. 45 is a flowchart of a method of supporting a
voice-message call between the first device and the second
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device by converting texts of first and second users into
voices, the method performed by the server, according to an
exemplary embodiment;

FIG. 46 is a flowchart of a method of storing voice data
and text data related to a voice-message call between the first
device and the second device, the method performed by the
server, according to an exemplary embodiment;

FIG. 47 illustrates in example where the first device, the
second device, and a third device perform a voice-message
call with each other, according to an exemplary embodi-
ment;

FIG. 48 illustrates an example where the first device, the
second device, and the third device perform a voice-message
call with each other via the server, according to an exem-
plary embodiment;

FIGS. 49 and 50 are block diagrams of the first device,
according to exemplary embodiments; and

FIG. 51 is a block diagram of the server, according to an
exemplary embodiment.

DETAILED DESCRIPTION

Hereinafter, exemplary embodiments will be described
more fully with reference to the accompanying drawings.
However, the exemplary embodiments may be embodied in
many different forms and should not be construed as being
limited to the exemplary embodiments set forth herein;
rather, these exemplary embodiments are provided so that
this disclosure will be thorough and complete, and will fully
convey the concept of the exemplary embodiments to those
of ordinary skill in the art. In the following description,
well-known functions or constructions will not be described
in detail not to obscure the exemplary embodiments with
unnecessary detail. Also, throughout the specification, like
reference numerals in the drawings denote like elements.

Throughout the specification, it will also be understood
that when an element is referred to as being “connected to”
another element, it can be directly connected to the other
element, or electrically connected to the other element while
intervening elements may also be present.

Throughout the specification, a voice-message call ser-
vice may indicate a service that co-provides a voice call
service and a chat (messaging) service. A user may perform
a voice call with a user of another device by using a device,
and may also exchange a message with the user of the other
device during the voice call. For example, a call mode of the
voice-message call service may include at least two selected
from a voice mode, a text mode, and a combination mode.

Throughout the specification, the voice mode may indi-
cate a call mode during which a user may perform a voice
call with another user.

Throughout the specification, the text mode may indicate
a call mode during which a user may communicate with
another user via an exchange of a text message.

Throughout the specification, the combination mode may
indicate a call mode during which a user may perform a
voice call with another user and may simultaneously
exchange a text message with the other user using a single
call connection (session) of the call mode.

For one example, during the combination mode, the user
may perform a voice call with the other user by using a
speakerphone function of a device and may simultaneously
communicate with the other user by exchanging a text
message with the other user over the same communication
connection. For another example, during the combination
mode, the user may perform a voice call with the other user
without using the speakerphone function and may simulta-
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6

neously communicate with the other user by exchanging a
text message with the other user over the same communi-
cation connection.

Also, various techniques may be used to transmit voice
data and text data between devices. For example, voice data
or text data may be transmitted and received between the
devices by using a mobile communication service of which
the user is a member or wireless techniques (e.g., Wi-Fi or
Bluetooth) that may be used in the devices. For example,
when an LTE or a Wi-Fi communication technology is used,
voice data and text data may both be transmitted and
received between the devices via a packet network. In this
case, the voice data may be transmitted by using a VoLTE
technology. Alternatively, when WCDMA is used, voice
data may be transmitted via a circuit network and text data
may be transmitted via a packet network. The voice data and
the text data may be transmitted over separate communica-
tion connections. When the packet network is used, a
communication connection between the devices may be a
TCP/IP connection. When the circuit network is used, the
communication connection between the device may be a call
connection.

As used herein, the term “and/or” includes any and all
combinations of one or more of the associated listed items.
Expressions such as “at least one of,” when preceding a list
of elements, modify the entire list of elements and do not
modify the individual elements of the list.

Hereinafter, exemplary embodiments will be described
more fully with reference to the accompanying drawings.

FIG. 1 illustrates a voice-message call service according
to an exemplary embodiment.

Referring to FIG. 1, the first device 1000 may perform a
voice-message call with a second device 2000. The voice-
message call may be initiated as a single communication
connection or session that supports both the voice service
and the messaging service. The first device 1000 and the
second device 2000 may perform a voice call with each
other, and during the voice call, the first device 1000 may
display a text indicating a conversation between users on a
screen of the first device 1000. Also, during the voice call,
the second device 2000 may also display the text indicating
the conversation between the users on a screen of the second
device 2000. For example, the first device 1000 and the
second device 2000 may display chat windows showing the
conversation between the users on the screens of the first
device 1000 and the second device 2000, respectively. The
chat window may be a window via which messages are
transmitted and received. The first user of the first device
1000 and the second user of the second device 2000 may
communicate with each other by inputting messages to the
chat window.

Accordingly, the user of the first device 1000 and the user
of the second device 2000 may co-use a voice call service
and a chat service during the voice-message call. In this
regard, seamless switching between voice and messaging
may be accomplished during the voice-message call. Alter-
natively, both the voice and messaging may be simultane-
ously performed during the voice-message call.

The voice-message call may comprise one or more chan-
nels, over which voice data and text data may be transmitted.
For example, voice data may be transmitted over a voice
channel and text data may be transmitted over a voice
channel. Alternatively, a data channel may also be included
in the voice-message call, for transmission of data.

Each of the first device 1000 and the second device 2000
may be, but is not limited to, a smart phone, a tablet personal
computer (PC), a PC, a smart television (TV), a mobile
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phone, a personal digital assistant (PDA), a laptop computer,
a media player, a micro-server, a global positioning system
(GPS) device, an electronic book terminal, a terminal for
digital broadcasting, a navigation device, a kiosk, an MP3
player, a digital camera, a wearable device, and other mobile
or non-mobile computing devices. Also, each of the first
device 1000 and the second device 2000 may include
various devices such as an electronic blackboard, a touch
table, etc. that may receive a touch input. Also, each of the
first device 1000 and the second device 2000 may be a
watch, glasses, a hair band, or a ring that has a communi-
cation function and a data processing function.

FIG. 2 is a flowchart of a method of displaying a text that
is converted from a voice and a text that is input by a user,
the method performed by the first device 1000 during a
voice-message call, according to an exemplary embodiment.

In operation S200, the first device 1000 may activate a
voice-message call function. When the first device 1000
sends a call to the second device 2000, the first device 1000
may activate the voice-message call function. Alternatively,
when the first device 1000 receives a call from the second
device 2000, the first device 1000 may activate the voice-
message call function. Alternatively, while the first device
1000 performs a call with the second device 2000, the first
device 1000 may activate the voice-message call function.

Also, when the voice-message call function is activated,
the first device 1000 may advise the second device 2000 that
the voice-message call function is activated in the first
device 1000. In this case, the first device 1000 may advise
the second device 2000 of a call mode of the voice-message
call of the first device 1000. The call mode of the voice-
message call will be described at a later time.

Also, when the voice-message call function is activated,
various techniques may be used to transmit voice data and
text data. For example, voice data or text data may be
transmitted and received between the first device 1000 and
the second device 2000 by using a mobile communication
service of which the user is a member or wireless techniques
(e.g., Wi-Fi or Bluetooth) that may be used in the devices.
For example, when an LTE or a Wi-Fi communication
technology is used, voice data and text data may both be
transmitted and received between the first devices 1000 and
the second device 2000 via a packet network. In this case,
the voice data may be transmitted by using a VoLTE
technology. Alternatively, when WCDMA is used, voice
data may be transmitted via a circuit network and text data
may be transmitted via a packet network.

The voice data and the text data may be transmitted over
separate communication connections. When the packet net-
work is used, a communication connection between the
devices may be a TCP/IP connection. When the circuit
network is used, the communication connection between the
device may be a call connection.

In operation S210, the first device 1000 may obtain texts
that are converted from a voice of a user of the first device
1000 and a voice of a user of the second device 2000. The
first device 1000 may convert the voice of the user of the first
device 1000 into a text and thus may obtain the converted
text. Also, the first device 1000 may receive the voice of the
user of the second device 2000 from the second device 2000,
may convert the voice into a text, and thus may obtain the
converted text. However, a method of obtaining the con-
verted text, the method performed by the first device 1000,
is not limited thereto. The voice of the user of the first device
1000 or the voice of the user of the second device 2000 may
be converted into a text by various devices or a server that
mediates communication between the first device 1000 and
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the second device 2000, and the first device 1000 may
receive the converted text from the various devices and the
server.

In operation S220, the first device 1000 may obtain a text
that is input by a user. The first device 1000 may obtain a text
that is input by the user of the first device 1000 during the
voice-message call. Also, during the voice-message call, the
first device 1000 may receive, from the second device 2000,
a text that is input to the second device 2000 by the user of
the second device 2000.

In operation S230, the first device 1000 may arrange the
converted texts and the input texts in a sequentially temporal
order and may display the converted texts and the input texts
on a screen of the first device 1000 during a call between the
users. The first device 1000 may arrange the converted texts
and the input texts in the temporal order, based on input
times of the voices and the texts. For example, based on a
time when the user of the first device 1000 inputs the voice
into the first device 1000, a time when the user of the second
device 2000 inputs the voice into the second device 2000, a
time when the user of the first device 1000 inputs the text
into the first device 1000, and a time when the user of the
second device 2000 inputs the text into the second device
2000, the first device 1000 may arrange the converted texts
and the input texts.

FIGS. 3A through 5 illustrate examples in which a voice-
message call function is activated, according to exemplary
embodiments.

FIG. 3A illustrates an example in which a voice-message
call function of the first device 1000 is activated when the
first device 1000 sends a call, according to an exemplary
embodiment.

Referring to FIG. 3A, a user of the first device 1000 may
input a telephone number of the second device 2000 and
then may select a “voice-message call” button 30. Accord-
ingly, the first device 1000 may activate the voice-message
call function and may initiate a call to the second device
2000.

FIG. 3B illustrates an example in which a voice-message
call function of the first device 1000 is activated based on a
user input of selecting a button in a phone book that is
displayed on a screen of the first device 1000, according to
an exemplary embodiment.

Referring to FIG. 3B, the first device 1000 may display
the phone book on the screen of the first device 1000, and
a user of the first device 1000 may select a voice-message
call button 32 included in a field of a user list where a
telephone number of the second device 2000 is displayed,
wherein the user list is included in the displayed phone book.
Accordingly, the first device 1000 may activate the voice-
message call function and may initiate a call to the second
device 2000.

FIG. 4 illustrates an example in which a voice-message
call function of the first device 1000 is activated when the
first device 1000 receives a call, according to an exemplary
embodiment.

Referring to FIG. 4, when the first device 1000 receives
a call from the second device 2000, a user of the first device
1000 may select a “voice-message call” button 40. Accord-
ingly, the first device 1000 may activate the voice-message
call function and may receive the call from the second
device 2000. Alternatively, when the first device 1000
initiates a voice-message call, the second device 2000 may
automatically accept the voice-message call.

FIG. 5 illustrates an example in which a voice-message
call function of the first device 1000 is activated during a
voice call, according to an exemplary embodiment.
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Referring to FIG. 5, a user of the first device 1000 may
select a “voice-message call” button 50 during a voice call
with a user of the second device 2000. Accordingly, the first
device 1000 may activate the voice-message call function
and may perform a voice-message call with the second
device 2000. Alternatively, the second device 2000 may
activate the voice-message call function during a voice call
with the first device 1000. In this regard, the call may be
initiated as a voice call, and the voice-message call may be
initiated during the voice call.

FIG. 6 is a flowchart of a method of performing a
voice-message call with the second device 2000 of which
voice-message call function is not activated, the method
performed by the first device 1000 of which voice-message
call function is activated, according to an exemplary
embodiment.

Referring to FIG. 6, the first device 1000 of which
voice-message call function is activated may perform the
voice-message call with the second device 2000, and the
second device 2000 of which voice-message call function is
not activated may perform a voice call with the first device
1000.

In operation S600, the first device 1000 is call-connected
with the second device 2000. The first device 1000 may
transmit a request for call-connection to the second device
2000 or may receive a request for call-connection from the
second device 2000, so that the first device 1000 may be
call-connected with the second device 2000.

In operation S610, the first device 1000 may activate a
voice-message call function. The first device 1000 may
activate the voice-message call function, based on a user
input, or automatically. In operation S610, the first device
1000 activates the voice-message call function after the first
device 1000 is call-connected with the second device 2000.
However, one or more exemplary embodiments are not
limited thereto. For example, the first device 1000 may
activate the voice-message call function when the first
device 1000 sends a call or receives a call, or while the first
device 1000 performs a call.

In operation S620, the first device 1000 may transmit a
voice of a user of the first device 1000 (hereinafter, the user
of the first device 1000 is referred as a first user of the first
device 1000) to the second device 2000. The first device
1000 may obtain the voice of the first user via a microphone,
and may transmit the obtained voice to the second device
2000.

In operation S630, the first device 1000 may convert the
voice of the first user into a text. The first device 1000 may
convert the voice of the first user into the text by using
various Speech-To-Text (STT) techniques.

In operation S640, the first device 1000 may receive a
voice of a user of the second device 2000 (hereinafter, the
user of the second device 2000 is referred as a second user
of the second device 2000) from the second device 2000. In
this case, the second device 2000 may obtain the voice of the
second user by using a microphone in the second device
2000, and may transmit the obtained voice of the second
user to the first device 1000.

In operation S650, the first device 1000 may convert the
voice of the second user into a text. The first device 1000
may convert the voice of the second user into the text by
using the various STT techniques.

In operation S660, the first device 1000 may arrange the
converted texts in a temporal order. For example, the first
device 1000 may arrange the text converted from the voice
of the first user and the text converted from the voice of the
second user, according to a time when the voice of the first
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user is input to the first device 1000 and a time when the
voice of the second user is received. Also, for example, the
first device 1000 may arrange the text converted from the
voice of the first user and the text converted from the voice
of the second user, according to the time when the voice of
the first user is input to the first device 1000 and a time when
the voice of the second user is input to the second device
2000. However, one or more exemplary embodiments are
not limited thereto.

In operation S670, the first device 1000 may display a
chat window including the arranged texts on a screen of the
first device 1000. The first device 1000 may display the chat
window on the screen of the first device 1000 while the first
device 1000 performs the voice-message call. Also, the first
device 1000 may display the chat window on the screen of
the first device 1000 or may hide the chat window in the
screen of the first device 1000, depending on a call mode of
the voice-message call.

FIG. 7 is a flowchart of a method of performing a
voice-message call in a mutual manner, the method per-
formed by the first device 1000 and the second device 2000,
according to an exemplary embodiment. In the embodiment
of FIG. 7, the first device 1000 may convert a voice of a first
user and a voice of a second user into texts, and the second
device 2000 may convert the voice of the first user and the
voice of the second user into the texts.

In operation S700, the first device 1000 and the second
device 2000 are call-connected with each other. The first
device 1000 may be call-connected with the second device
2000 by transmitting a request for call-connection to the
second device 2000, or by receiving a request for call-
connection from the second device 2000.

In operation S705, the first device 1000 may activate a
voice-message call function. The first device 1000 may
activate the voice-message call function, based on a user
input. In operation S705, the first device 1000 activates the
voice-message call function after the first device 1000 is
call-connected with the second device 2000. However, one
or more exemplary embodiments are not limited thereto. For
example, the first device 1000 may activate the voice-
message call function when the first device 1000 sends a call
or receives a call, or while the first device 1000 performs a
call.

In operation S710, the second device 2000 may activate
a voice-message call function. The second device 2000 may
activate the voice-message call function, based on a user
input. In operation S710, the second device 2000 activates
the voice-message call function after the second device 2000
is call-connected with the first device 1000. However, one or
more exemplary embodiments are not limited thereto. For
example, the second device 2000 may activate the voice-
message call function when the second device 2000 sends a
call or receives a call, or while the second device 2000
performs a call.

In operation S715, the first device 1000 may transmit the
voice of the first user to the second device 2000. The first
device 1000 may obtain the voice of the first user via a
microphone in the first device 1000, and may transmit the
obtained voice to the second device 2000.

In operation S720, the first device 1000 may convert the
voice of the first user into a text. The first device 1000 may
convert the voice of the first user into the text by using
various STT techniques.

In operation S725, the second device 2000 may convert
the voice of the first user, which is received from the first
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device 1000, into a text. The second device 2000 may
convert the voice of the first user into the text by using the
various STT techniques.

In operation S730, the second device 2000 may transmit
the voice of the second user to the first device 1000. The
second device 2000 may obtain the voice of the second user
via a microphone in the second device 2000, and may
transmit the obtained voice to the first device 1000.

In operation S735, the first device 1000 may convert the
voice of the second user, which is received from the second
device 2000, into a text. The first device 1000 may convert
the voice of the second user into the text by using various
STT techniques.

In operation S740, the second device 2000 may convert
the voice of the second user into a text. The second device
2000 may convert the voice of the second user into the text
by using various STT techniques.

In operation S745, the first device 1000 may arrange the
converted texts in a temporal order. For example, the first
device 1000 may arrange the text converted from the voice
of the first user and the text converted from the voice of the
second user, according to a time when the voice of the first
user is input to the first device 1000 and a time when the
voice of the second user is received. Also, for example, the
first device 1000 may sequentially arrange the text converted
from the voice of the first user and the text converted from
the voice of the second user, according to the time when the
voice of the first user is input to the first device 1000 and a
time when the voice of the second user is input to the second
device 2000. However, one or more exemplary embodi-
ments are not limited thereto.

In operation S750, the second device 2000 may arrange
the converted texts in a temporal order. For example, the
second device 2000 may sequentially arrange the text con-
verted from the voice of the first user and the text converted
from the voice of the second user, according to a time when
the voice of the second user is input to the second device
2000 and a time when the voice of the first user is received.
Also, for example, the second device 2000 may arrange the
text converted from the voice of the first user and the text
converted from the voice of the second user, according to the
time when the voice of the second user is input to the second
device 2000 and a time when the voice of the first user is
input to the first device 1000. However, one or more
exemplary embodiments are not limited thereto.

In operation S755, the first device 1000 may display a
chat window including the arranged texts on a screen of the
first device 1000. The first device 1000 may display the chat
window on the screen of the first device 1000 while the first
device 1000 performs the voice-message call. Also, the first
device 1000 may display the chat window on the screen of
the first device 1000 or may hide the chat window in the
screen of the first device 1000, depending on a call mode of
the voice-message call.

In operation S760, the second device 2000 may display a
chat window including the arranged texts on a screen of the
second device 2000. The second device 2000 may display
the chat window on the screen of the second device 2000
while the second device 2000 performs the voice-message
call. Also, the second device 2000 may display the chat
window on the screen of the second device 2000 or may hide
the chat window in the screen of the second device 2000,
depending on a call mode of the voice-message call.

FIG. 8 is a flowchart of a method of performing a
voice-message call in a mutual manner, the method per-
formed by the first device 1000 and the second device 2000,
according to another exemplary embodiment. In the embodi-
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ment of FIG. 8, the first device 1000 may convert a voice of
a first user into a text, and the second device 2000 may
convert a voice of a second user into a text.

In operation S800, the first device 1000 and the second
device 2000 are call-connected with each other.

In operation S805, the first device 1000 may activate a
voice-message call function, and in operation S810, the
second device 2000 may activate a voice-message call
function. In the embodiment of FIG. 8, the first device 1000
and the second device 2000 activate the voice-message call
functions, respectively, after the first device 1000 and the
second device 2000 are call-connected with each other, but
one or more exemplary embodiments are not limited thereto,
as the devices 1000 and 2000 may automatically initiate
voice-message call functions.

In operation S815, the first device 1000 may transmit the
voice of the first user to the second device 2000. The first
device 1000 may obtain the voice of the first user via a
microphone in the first device 1000, and may transmit the
obtained voice to the second device 2000.

In operation S820, the first device 1000 may convert the
voice of the first user into a text. The first device 1000 may
convert the voice of the first user into the text by using
various STT techniques.

In operation S825, the first device 1000 may transmit the
text of the first user to the second device 2000.

In operation S830, the second device 2000 may transmit
the voice of the second user to the first device 1000. The
second device 2000 may obtain the voice of the second user
via a microphone in the second device 2000, and may
transmit the obtained voice to the first device 1000.

In operation S835, the second device 2000 may convert
the voice of the second user into a text. The second device
2000 may convert the voice of the second user into the text
by using various the STT techniques.

In operation S840, the second device 2000 may transmit
the text of the second user to the first device 1000.

In operation S845, the first device 1000 may arrange the
converted text and the received text in a temporal order. For
example, the first device 1000 may arrange the text that is
converted by the first device 1000 from the voice of the first
user and the text of the second user that is received from the
second device 2000, in the temporal order.

In operation S850, the first device 1000 may display a
chat window including the arranged texts on a screen of the
first device 1000. The first device 1000 may display the chat
window on the screen of the first device 1000 while the first
device 1000 performs the voice-message call.

In operation S855, the second device 2000 may arrange
the converted text and the received text in a temporal order.
For example, the second device 2000 may arrange the text
that is converted from the voice of the second user by the
second device 2000 and the text of the first user that is
received from the first device 1000, in the temporal order.

In operation S860, the second device 2000 may display a
chat window including the arranged texts on a screen of the
second device 2000. The second device 2000 may display
the chat window on the screen of the second device 2000
while the second device 2000 performs the voice-message
call.

FIG. 9 is a flowchart of a method of performing a
voice-message call in a mutual manner, the method per-
formed by the first device 1000 and the second device 2000,
according to another exemplary embodiment. In the embodi-
ment of FIG. 9, the first device 1000 may convert a voice of
a first user and a voice of a second user into texts.
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Operations S900 through S930 of FIG. 9 correspond to
operations S800 through S830 of FIG. 8, thus, detailed
descriptions thereof are omitted here.

In operation S935, the first device 1000 may convert the
voice of the second user into the text. The first device 1000
may convert the voice of the second user into the text by
using various STT techniques.

In operation S940, the first device 1000 may transmit the
text of the second user to the second device 2000.

In operation S945, the first device 1000 may arrange the
converted texts in a temporal order. For example, the first
device 1000 may arrange the text that is converted by the
first device 1000 from the voice of the first user and the text
that is converted by the first device 1000 from the voice of
the second user, in the temporal order.

In operation S950, the first device 1000 may display a
chat window including the arranged texts on a screen of the
first device 1000. The first device 1000 may display the chat
window on the screen of the first device 1000 while the first
device 1000 performs the voice-message call.

In operation S955, the second device 2000 may arrange
the converted texts in a temporal order. The second device
2000 may arrange the text of the first user that is received
from the first device 1000 and the text of the second user, in
the temporal order.

In operation S960, the second device 2000 may display a
chat window including the arranged texts on a screen of the
second device 2000. The second device 2000 may display
the chat window on the screen of the second device 2000
while the second device 2000 performs the voice-message
call.

FIG. 10 is a flowchart of displaying a chat window during
a voice-message call, the method performed by the first
device 1000, according to an exemplary embodiment.

In operation S1000, the first device 1000 may activate a
voice-message call function. When the first device 1000
initiates a call to the second device 2000, the first device
1000 may activate the voice-message call function. Alter-
natively, when the first device 1000 receives a call from the
second device 2000, the first device 1000 may activate the
voice-message call function. Alternatively, while the first
device 1000 performs a call with the second device 2000, the
first device 1000 may activate the voice-message call func-
tion.

In operation S1010, the first device 1000 may obtain texts
that are converted from a voice of a first user and a voice of
a second user. The first device 1000 may convert a voice of
a user of the first device 1000 into a text and thus may obtain
the converted text. Also, the first device 1000 may receive a
voice of a user of the second device 2000 from the second
device 2000, may convert the received voice into a text, and
thus may obtain the converted text. However, a method of
obtaining a converted text, the method performed by the first
device 1000, is not limited thereto. The voice of the user of
the first device 1000 and the voice of the user of the second
device 2000 may be converted into the texts by various
devices or a server, and the first device 1000 may receive the
converted texts from the various devices and the server. For
example, the texts may be received from the device 2000 or
the server, which may mediate a communication session
between the first device 1000 and the second device 2000.

In operation S1020, the first device 1000 may back up
original voice data of the converted texts. The first device
1000 may back up voice data of the first user that corre-
sponds to the text that is converted from the voice of the first
user. Also, the first device 1000 may back up voice data of
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the second user that corresponds to the text that is converted
from the voice of the second user.

In operation S1030, the first device 1000 may display a
chat window on a screen of the first device 1000 during a call
between the first user and the second user. The first device
1000 may display the chat window on the screen of the first
device 1000 to show contents of a conversation between the
first user and the second user.

In operation S1040, the first device 1000 may obtain a text
that is input by the first user via the chat window. Also, the
first device 1000 may receive, from the second device 2000,
a text that the second user inputs to the second device 2000
during the voice-message call.

In operation S1050, the first device 1000 may arrange the
converted texts and the input texts in a temporal order and
may display them in the chat window. The first device 1000
may arrange the converted texts and the input texts in the
temporal order, based on input times of the voices and the
texts. For example, the first device 1000 may arrange the
converted texts and the input texts, based on a time when the
first user inputs the voice into the first device 1000, a time
when the second user inputs the voice into the second device
2000, a time when the first user inputs the text into the first
device 1000, and a time when the second user inputs the text
into the second device 2000.

In operation S1060, the first device 1000 may distinguish
between the converted texts and the input texts and may
display them. The first device 1000 may distinguish the text
converted from the voice of the first user and the text
converted from the voice of the second user from the text
input by the first user and the text input by the second user,
and may display them. In this regard, a user may distinguish
text input by a user and voice input by a user that is
converted into text form and displayed.

In order to distinctively display the converted texts, the
first device 1000 may display a separate icon around the
converted texts. Alternatively, the first device 1000 may
distinctively display a color, a thickness, or a font of the
converted texts. However, one or more exemplary embodi-
ments are not limited thereto.

In operation S1070, when at least one converted text
among the converted texts is selected, the first device 1000
may output original voice data of the selected converted text.
When the converted text is selected in the chat window by
the first user, the first device 1000 may extract the original
voice data of the selected converted text from a memory, and
may output the extracted original voice data via a speaker in
the first device 1000.

In operation S1080, the first device 1000 may back up a
text among the arranged texts, wherein the text is obtained
for a preset time period before a predetermined event occurs.
For example, the predetermined event may include an end of
a call between the first device 1000 and the second device
2000, reception of a user input for a text backup, or the like.
For one example, when the call between the first device
1000 and the second device 2000 ends, the first device 1000
may back up a text that is obtained by the first device 1000
for five minutes before the call ends. For another example,
when the first device 1000 receives the user input for the text
backup, the first device 1000 may back up a text that is
obtained by the first device 1000 for three minutes before the
user input is received. However, a type of the event and a
time value that are set for the text backup are not limited
thereto.

The first device 1000 may back up all of the arranged texts
in a server 3000. In this case, the first device 1000 may back
up some of the arranged texts in the first device 1000 and
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may back up all of the arranged texts in the server 3000.
Alternatively, the first device 1000 may back up some of the
arranged texts and all of the arranged texts in the server
3000.

Referring to FIG. 10, the first device 1000 backs up the
text among the arranged texts, wherein the text is obtained
for the preset time period before the predetermined event
occurs, but one or more exemplary embodiments are not
limited thereto. The first device 1000 may analyze a con-
versation between the users by performing various natural
language-based analyzing methods on all of the arranged
texts, and may extract a part from the arranged texts which
indicates important contents of the conversation between the
users. Also, the first device 1000 may back up a text
indicating the extracted part of the conversation in the first
device 1000.

FIGS. 11A and 11B illustrate examples of a chat window
that is displayed during a voice-message call, according to
exemplary embodiments.

FIG. 11A indicates an example where a text that is
converted from a voice is distinctively displayed in the chat
window that is displayed during the voice-message call,
according to an exemplary embodiment.

Referring to FIG. 11 A, the chat window may be displayed
on a screen of the first device 1000 during the voice-message
call, and “Sure” and “What are you going?” that are texts
converted from a voice of a user may be displayed in the chat
window. Also, in order to indicate that “What are you
going?” is the text that is converted from the voice, the first
device 1000 may display an icon 110 around “What are you
going?”.

When a first user touches “What are you going?”, the first
device 1000 may output original voice data that corresponds
to the touched text “What are you going?” via a speaker of
the first device 1000. The first device 1000 may output the
voice of the user who pronounces “What are you going?”. In
this regard, the original voice of the user may be buffered by
the first device 1000, the second device 2000, or a server that
mediates a connection between the devices. Accordingly, the
buffered voice may be replayed upon request.

Accordingly, although a typographical error “going”
exists in the text that is converted from the voice of the user,
the user may listen to the original voice data of the converted
text and thus may further correctly recognize contents of
user conversation.

Also, the first device 1000 may indicate a level of
reliability of conversion in relation to the text that is con-
verted from the text. For example, when reliability of “Sure”
is higher than reliability of “What are you going?”, a size
and a thickness of letters “Sure” may be greater than a size
and a thickness of letters “What are you going?”. However,
one or more exemplary embodiments are not limited thereto,
and thus, a color and a font of the letters “Sure” may be
distinctively displayed. Also, a specific object that indicates
a value of reliability may be displayed around the converted
text.

FIG. 11B indicates an example where a text that is
converted from a voice is distinctively displayed by a unit of
a word in the chat window that is displayed during the
voice-message call, according to an exemplary embodiment.

Referring to FIG. 11B, the first device 1000 may distinc-
tively display reliability of “What are you going?” that is a
text converted from a voice, by a unit of a word. For
example, when reliability of “What” and “you” is higher
than reliability of “are” and “going” in the text “What are
you going?”, a size and a thickness of letters “What” and
“you” may be displayed greater than a size and a thickness
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of letters “are” and “going”. However, one or more exem-
plary embodiments are not limited thereto, and thus, a color
and a font of the letters “What” and “you” may be distinc-
tively displayed.

Also, when a first user touches “What” of “What are you
going?”, the first device 1000 may output original voice data
that corresponds to a touched word “What” via a speaker of
the first device 1000. The first device 1000 may output a
voice of a user who pronounces the word “What”. Accord-
ingly, a user may selectively request voice corresponding to
a portion of a text message to be replayed.

FIG. 12 illustrates an example where the first device 1000
and the second device 2000 exchange a text that is converted
from a voice, via a specific chat application, according to an
exemplary embodiment.

Referring to FIG. 12, a chat application 120 may be
executed in the first device 1000, and a chat application 122
may be executed in the second device 2000. The chat
application 120 and the chat application 122 may be same
applications or may be compatible with each other.

Also, the first device 1000 may input a text that is
converted from a voice and is obtained by the first device
1000 into the chat application 120, and may transmit the
input text to the chat application 122 of the second device
2000 via the chat application 120.

Also, the second device 2000 may input a text that is
converted from a voice and is obtained by the second device
2000 into the chat application 122, and may transmit the
input text to the chat application 120 of the first device 1000
via the chat application 122.

FIG. 13 is a flowchart of a method of determining a chat
application to be executed by interoperating with a voice call
when a voice-message call function is activated, the method
performed by the first device 1000, according to an exem-
plary embodiment.

In operation S1300, the first device 1000 may activate the
voice-message call function. When the first device 1000
sends a request to initiate the call to the second device 2000,
the first device 1000 may activate the voice-message call
function. Alternatively, when the first device 1000 receives
a call from the second device 2000, the first device 1000 may
activate the voice-message call function. Alternatively,
while the first device 1000 performs a call with the second
device 2000, the first device 1000 may activate the voice-
message call function.

In operation S1310, the first device 1000 may determine
a chat application. The first device 1000 may determine the
chat application to be used during a voice-message call. For
one example, the first device 1000 may determine a chat
application that is executable by interoperating with the
voice-message call function of the first device 1000, as the
chat application to be used during the voice-message call.
For another example, the first device 1000 may determine a
chat application that is installed in all of the first device 1000
and the second device 2000, as the chat application to be
used during the voice-message call. However, one or more
exemplary embodiments are not limited thereto. Alterna-
tively, a user may select a chant application to be executed
from among one or more chat applications when a call is
initiated or a call request is received, as discussed below.

In operation S1320, the first device 1000 may execute the
determined chat application, and in operation S1325, the
first device 1000 may input a text, which is converted from
a voice, into the executed chat application. For example, the
first device 1000 may install a plug-in for a text automatic
input in the executed chat application, and may input the text
converted from the voice into the chat application via the
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installed plug-in. However, one or more exemplary embodi-
ments are not limited thereto.

In operation S1330, the first device 1000 may display a
chat window on a screen of the first device 1000 during a call
between users. The first device 1000 may arrange, in the chat
window, a text that is converted from a voice of the first user,
a text that is input to the first device 1000 by the first user,
a text that is converted from a voice of a second user, and a
text that is input to the second device 2000 by the second
user.

Also, the first device 1000 may display the chat window
on the screen of the first device 1000 or may hide the chat
window in the screen of the first device 1000, depending on
a call mode of the voice-message call.

FIG. 14 is a flowchart of a method of determining a chat
application to be used during a voice-message call, the
method performed by the first device 1000, according to an
exemplary embodiment.

In operation S1400, the first device 1000 may request the
second device 2000 for a list of chat applications installed in
the second device 2000, and in operation S1410, the second
device 2000 may provide the list of the chat applications
installed in the second device 2000 to the first device 1000.

In operation S1420, the first device 1000 may select a chat
application among chat applications that are installed in the
first device 1000, wherein the chat application is compatible
with a chat application among the chat applications in the list
that is received from the second device 2000.

For one example, a chat application that is compatible
with a chat application ‘A’ may be a same chat application
as the chat application ‘A’. Also, for another example, the
chat application that is compatible with the chat application
‘A’ may be chat application that is different from the chat
application ‘A’ but is capable of exchanging a message with
the chat application ‘A’.

Referring to FIG. 14, the first device 1000 requests the
second device 2000 for the list of the chat applications and
thus receives the list of the chat applications from the second
device 2000, but one or more exemplary embodiments are
not limited thereto. When the first device 1000 and the
second device 2000 are connected for a voice-message call,
the first device 1000 may receive the list of the chat
applications from the second device 2000 without a separate
request.

FIG. 15 is a flowchart of a method of installing a chat
application to be used during a voice-message call, the
method performed by the first device 1000, according to an
exemplary embodiment.

In operation S1500, the first device 1000 may request the
second device 2000 for a list of chat applications installed in
the second device 2000, and in operation S1510, the second
device 2000 may provide the list of the chat applications
installed in the second device 2000 to the first device 1000.

In operation S1520, the first device 1000 may install a
chat application that is compatible with a chat application
included in the list of the chat applications received from the
second device 2000. The first device 1000 may select the
chat application that is compatible with the chat application
included in the list of the chat applications received from the
second device 2000, and may download the selected chat
application from a predetermined server or the second
device 2000. Also, the first device 1000 may install the
downloaded chat application in the first device 1000.

Referring to FIG. 15, the first device 1000 requests the
second device 2000 for the list of the chat applications and
thus receives the list of the chat applications from the second
device 2000, but one or more exemplary embodiments are
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not limited thereto. When the first device 1000 and the
second device 2000 are connected for a voice-message call,
the first device 1000 may receive the list of the chat
applications from the second device 2000 without a separate
request.

FIG. 16A illustrates an example where the first device
1000 activates a voice-message call function while the first
device 1000 uses a chat service, according to an exemplary
embodiment.

Referring to FIG. 16A, the first device 1000 may execute
a chat application and may use a predetermined chat service.
Also, when a first user selects a button 160 displayed on an
execution screen of the chat application, the first device
1000 may activate the voice-message call function.

FIG. 16B illustrates an example where the first device
1000 initiates a voice-message call, according to a user input
via a screen of a users list of a chat application, according
to an exemplary embodiment.

Referring to FIG. 16B, the first device 1000 may execute
the chat application and may display the users list of the chat
application. Also, the first device 1000 may receive a user
input of selecting a button 165 for a voice call with “John”
in the users list. Accordingly, the first device 1000 may
initiate a voice-message call with a John’s device.

FIG. 17 is a flowchart of a method of performing a
voice-message call while the first device 1000 and the
second device 2000 use a chat service, the method per-
formed by the first device 1000 and the second device 2000,
according to an exemplary embodiment.

In operation S1700, the first device 1000 and the second
device 2000 are connected with each other for communica-
tion for a chat service. Also, in operation S1710, the first
device 1000 may display a chat window on a screen of the
first device 1000, and in operation S1720, the second device
2000 may display a chat window on a screen of the second
device 2000. Afterward, the first device 1000 and the second
device 2000 may exchange a message.

In operation S1730, the first device 1000 may activate a
voice-message call function, and in operation S1740, the
second device 2000 may activate a voice-message call
function.

Also, in operation S1750, the first device 1000 and the
second device 2000 may perform a voice-message call with
each other.

FIGS. 18 through 21 illustrate examples where a call
mode is changed during a voice-message call, according to
exemplary embodiments.

The call mode of the voice-message call may include a
voice mode and a text mode. The voice mode may indicate
a mode during which a user may perform a voice call with
another user, and the text mode may indicate a mode during
which the user may communicate with the other user via an
exchange of a text message.

FIG. 18 illustrates an example where the first device 1000
automatically switches the call mode from the voice mode to
the text mode during the voice-message call, according to an
exemplary embodiment.

Referring to FIG. 18, when the first device 1000 is
adjacent to a user’s face, the first device 1000 may deacti-
vate a screen of the first device 1000 and may operate in the
voice mode. Afterward, when the first device 1000 is distant
from the user’s face, the first device 1000 may switch the
call mode from the voice mode to the text mode and may
display a chat window on the screen of the first device 1000.
The first device 1000 may automatically detect orientation
and position of the first device, and switch between the voice
mode and the text mode as necessary.



US 9,456,074 B2

19

FIG. 19 illustrates an example where the first device 1000
automatically switches the call mode from the text mode to
the voice mode during the voice-message call, according to
an exemplary embodiment.

Referring to FIG. 19, when the first device 1000 is distant
from a user’s face, the first device 1000 may display a chat
window on a screen of the first device 1000 and may operate
in the text mode. Afterward, when the first device 1000
approaches the user’s face, the first device 1000 may switch
the call mode from the text mode to the voice mode and may
deactivate the screen of the first device 1000. Again, the first
device 1000 may automatically detect orientation and posi-
tion of the first device, and switch between the voice mode
and the text mode as necessary.

FIG. 20 illustrates an example where the first device 1000
manually switches the call mode from the voice mode to the
text mode during the voice-message call, according to an
exemplary embodiment.

Referring to FIG. 20, while the first device 1000 operates
in the voice mode, when a first user selects a button 200
displayed on a screen of the first device 1000, the first device
1000 may switch the call mode from the voice mode to the
text mode and may display a chat window on the screen of
the first device 1000.

FIG. 21 illustrates an example where the first device 1000
manually switches the call mode from the text mode to the
voice mode during the voice-message call, according to an
exemplary embodiment.

Referring to FIG. 21, while the first device 1000 operates
in the text mode, when a first user selects a button 210
displayed on a screen of the first device 1000, the first device
1000 may switch the call mode from the text mode to the
voice mode and may inactivate the screen of the first device
1000.

FIG. 22 is a flowchart of a method of switching a mode
of a voice-message call, the method performed by the first
device 1000, according to an exemplary embodiment.

In operation S2200, the first device 1000 may determine
whether a call mode of the voice-message call is a voice
mode. For one example, the first device 1000 may determine
whether the first device 1000 is adjacent to a face of a first
user by using a proximity sensor in the first device 1000, and
thus may determine whether the call mode is the voice
mode. For another example, the first device 1000 may
determine whether a button for switching to the voice mode
is selected by the first user, and thus may determine whether
the call mode is the voice mode.

As aresult of the determination in operation S2200, when
the first device 1000 determines that the call mode is the
voice mode, in operation S2210, the first device 1000 may
activate a speaker and a microphone. Accordingly, the first
device 1000 may obtain a voice of the first user via the
activated microphone, and may output a voice of a second
user via the activated speaker.

In operation S2220, the first device 1000 hides a chat
window in a screen of the first device 1000. For example, the
first device 1000 may hide the chat window in the screen of
the first device 1000 by deactivating the screen of the first
device 1000. Though the screen is deactivated, the first
device 1000 may still buffer text equivalents of the voice
conversation, in event the voice mode is switched to the text
mode. The text equivalents may be buffered at the first
device 1000, second device 2000, or a server.

As a result of the determination in operation S2200, if the
call mode is not the voice mode, in operation S2230, the first
device 1000 may determine whether the call mode of the
voice-message call is a text mode. For one example, the first

20

25

30

40

45

20

device 1000 may determine whether the first device 1000 is
distant from the face of the first user by using the proximity
sensor in the first device 1000, and thus may determine
whether the call mode is the text mode. For another example,
the first device 1000 may determine whether a button for
switching to the text mode is selected by the first user, and
thus may determine whether the call mode is the text mode.

As a result of the determination in operation S2230, when
the first device 1000 determines that the call mode is the text
mode, in operation S2240, the first device 1000 may activate
the speaker and the microphone.

In operation S2250, the first device 1000 may display the
chat window on the screen of the first device 1000. Also, the
first device 1000 may display, in the chat window, a text that
is input by the first user via the chat window. Also, the first
device 1000 may display, in the chat window, a text that is
converted from the voice of the second user and a text that
is input to the second device 2000 by the second user.

In operation S2260, the first device 1000 may determine
whether the call mode is switched. In operation S2260, if the
first device 1000 determines that the call mode is switched,
the first device 1000 may perform operation S2200.

FIG. 23 is a flowchart of a method of performing a
voice-message call during a voice mode, the method per-
formed by the first device 1000, according to an exemplary
embodiment.

In operation S2300, the first device 1000 may determine
whether the first device 1000 is adjacent to a face of a first
user. The first device 1000 may determine whether the first
device 1000 is adjacent to the face of the first user by using
a proximity sensor included in the first device 1000.

In operation S2310, the first device 1000 may activate a
speaker and a microphone. The first device 1000 may
determine that a call mode of the voice-message call is a
voice mode, and thus may activate the speaker and the
microphone in the first device 1000. Accordingly, the first
device 1000 may receive an input of a voice of the first user
via the microphone, and may output a voice of a second user
via the speaker.

In operation S2320, the first device 1000 may convert the
voice that is input from the first user into a text. The first
device 1000 may convert the voice of the first user into the
text by using various STT techniques.

In operation S2330, the first device 1000 hides a chat
window in a screen of the first device 1000. The first device
1000 may hide the chat window in the screen of the first
device 1000 by deactivating the screen of the first device
1000.

In operation S2340, the first device 100 may recognize a
call mode of the second device 2000. The second device
2000 may transmit information indicating the call mode of
the second device 2000 to the first device 1000, and the first
device 1000 may recognize the call mode of the second
device 2000, based on the information indicating the call
mode that is received from the second device 2000.

In operation S2350, the first device 1000 may selectively
transmit, to the second device 2000, at least one of the voice
that is input by the first user and the text that is converted
from the voice input by the first user. For one example, when
the call mode of the second device 2000 is a voice mode, the
first device 1000 may transmit the voice that is input by the
first user to the second device 2000. For another example,
when the call mode of the second device 2000 is a text mode,
the first device 1000 may transmit, to the second device
2000, the text that is converted from the voice input by the
first user. However, one or more exemplary embodiments
are not limited thereto.
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FIG. 24 is a flowchart of a method of performing a
voice-message call during a text mode, the method per-
formed by the first device 1000, according to an exemplary
embodiment.

In operation S2400, the first device 1000 may determine
whether the first device 1000 is distant from a face of a first
user. The first device 1000 may determine whether the first
device 1000 is distant from the face of the first user by using
a proximity sensor included in the first device 1000.

In operation S2410, the first device 1000 may inactivate
a speaker and a microphone. The first device 1000 may
determine that a call mode of the voice-message call is a text
mode, and thus may deactivate the speaker and the micro-
phone.

In operation S2420, the first device 1000 may display a
chat window on a screen of the first device 1000. The first
device 1000 may display, on the screen of the first device
1000, the chat window that shows a conversation between
the first user and the second user.

In operation S2430, the first device 1000 may convert a
text that is input by the first user into a voice. The first device
1000 may convert the text of the first user into the voice by
using various Text-To-Speech (TTS) techniques. In this
case, the first device 1000 may determine a tone of the
converted voice of the first user, in consideration of a gender,
an age, etc. of the first user.

In operation S2440, the first device 1000 may recognize
a call mode of the second device 2000. The second device
2000 may transmit information indicating the call mode of
the second device 2000 to the first device 1000, and the first
device 1000 may recognize the call mode of the second
device 2000, based on the information indicating the call
mode that is received from the second device 2000.

In operation S2450, the first device 1000 may selectively
transmit, to the second device 2000, at least one of the text
that is input by the first user and the voice that is converted
from the text input by the first user. For one example, when
the call mode of the second device 2000 is a voice mode, the
first device 1000 may transmit the voice that is converted
from the text input by the first user to the second device
2000. For another example, when the call mode of the
second device 2000 is a text mode, the first device 1000 may
transmit the text that is input by the first user to the second
device 2000. However, one or more exemplary embodi-
ments are not limited thereto.

FIG. 25 is a flowchart of a method of recognizing a call
mode of the second device 2000, the method performed by
the first device 1000, according to an exemplary embodi-
ment.

In operation S2500, the first device 1000 may request the
second device 2000 for the call mode of the second device
2000. The first device 1000 may periodically request the
second device 2000 for the call mode of the second device
2000, but one or more exemplary embodiments are not
limited thereto. Alternatively, the first device 1000 may
automatically request the second device 2000 for the call
mode upon initiation of a call.

Also, in operation S2510, the second device 2000 may
recognize its call mode, and in operation S2520, the second
device 2000 may transmit information about the call mode
of the second device 2000 to the first device 1000.

Referring to FIG. 25, the second device 2000 transmits
the information about the call mode of the second device
2000, in response to the request by the first device 1000, but
one or more exemplary embodiments are not limited thereto.
For example, although the second device 2000 does not
receive the request from the first device 1000, when the call
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mode of the second device 2000 is changed, the second
device 2000 may transmit information about the changed
call mode of the second device 2000 to the first device 1000.

In operation S2530, the first device 1000 may recognize
the call mode of the second device 2000. The first device
1000 may recognize whether the call mode of the second
device 2000 is a voice mode or a text mode, based on the
information about the call mode of the second device 2000
which is received from the second device 2000.

In operation S2540, the first device 1000 may selectively
transmit a voice of a first user or a text of the first user to the
second device 2000. For one example, when the call mode
of the second device 2000 is the voice mode, the first device
1000 may transmit the voice of the first user to the second
device 2000. For another example, when the call mode of the
second device 2000 is the text mode, the first device 1000
may transmit the text of the first user to the second device
2000.

FIG. 26 is a flowchart of a method of performing a
voice-message call, the method performed by the first device
1000 that operates in a voice mode and the second device
2000 that operates in a text mode, according to an exemplary
embodiment. In the embodiment of FIG. 26, the first device
1000 may convert a voice of a first user into a text, and the
second device 2000 may convert a text of a second user into
a voice.

In operation S2600, the first device 1000 and the second
device 2000 are call-connected with each other. The first
device 1000 may transmit a request for call-connection to
the second device 2000 or may receive a call for call-
connection from the second device 2000, so that the first
device 1000 may be call-connected with the second device
2000.

In operation S2605, the first device 1000 may activate a
voice-message call function. The first device 1000 may
activate the voice-message call function, based on a user
input. In operation S2605, the first device 1000 activates the
voice-message call function after the first device 1000 is
call-connected with the second device 2000. However, one
or more exemplary embodiments are not limited thereto. For
example, the first device 1000 may activate the voice-
message call function when the first device 1000 sends a call
or receives a call, or while the first device 1000 performs a
call.

In operation S2610, the second device 2000 may activate
a voice-message call function. The second device 2000 may
activate the voice-message call function, based on a user
input. In operation S2610, the second device 2000 activates
the voice-message call function after the second device 2000
is call-connected with the first device 1000. However, one or
more exemplary embodiments are not limited thereto. For
example, the second device 2000 may activate the voice-
message call function when the second device 2000 sends a
call or receives a call, or while the second device 2000
performs a call.

In operation S2615, the first device 1000 may operate in
the voice mode. When the first device 1000 approaches a
face of the first user or receives a user input of allowing the
first device 1000 to operate in the voice mode, the first
device 1000 may operate in the voice mode.

In operation S2620, the first device 1000 may activate a
microphone and a speaker in the first device 1000, and may
hide a chat window for showing a conversation between the
first user and the second user in a screen of the first device
1000.

In operation S2625, the second device 2000 may operate
in the text mode. When the second device 2000 is distant
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from a face of the second user or receives a user input of
allowing the second device 2000 to operate in the text mode,
the second device 2000 may operate in the text mode.

In operation S2630, the second device 2000 may deacti-
vate a speaker and a microphone in the second device 2000,
and may display a chat window for showing a conversation
between the first user and the second user on a screen of the
second device 2000.

In operation S2635, the first device 1000 may receive an
input of the voice of the first user, and in operation S2640,
the first device 1000 may convert the voice of the first user
into a text.

In operation S2645, the first device 1000 may transmit, to
the second device 2000, the text that is converted from the
voice of the first user. The first device 1000 may recognize
that the second device 2000 operates in the text mode, and
may transmit the text that is converted from the voice of the
first user to the second device 2000.

In operation S2650, the second device 2000 may display
the chat window for showing the conversation between the
first user and the second user on the screen of the second
device 2000, and in operation S2655, the second device
2000 may receive a text input by the second user via the chat
window. Also, the second device 2000 may arrange the text
received from the first device 1000 and the text input to the
second device 2000 in a temporal order and may display the
texts in the chat window.

In operation S2660, the second device 2000 may convert
the text of the second user into a voice using text-to-speech
(TTS). The second device 2000 may determine a tone of the
voice that is converted from the text of the second user, in
consideration of an age and a gender of the second user.

In operation S2665, the second device 2000 may transmit,
to the first device 1000, the voice that is converted from the
text of the second user, and the text of the second user.

In operation S2670, the first device 1000 may output the
voice that is converted from the text of the second user, via
the speaker of the first device 1000.

FIG. 27 is a flowchart of a method of performing a
voice-message call, the method performed by the first device
1000 that operates in a voice mode and the second device
2000 that operates in a text mode, according to an exemplary
embodiment. In the embodiment of FIG. 27, the first device
1000 may convert a voice of a first user into a text, and may
convert a text of a second user into a voice. Accordingly, the
first user may operate in the voice mode, while the second
user may operate in the text mode.

Because operations S2700 through S2755 of FIG. 27
correspond to operations S2600 through S2655 of FIG. 26,
descriptions about operations S2700 through S2755 are
omitted here.

In operation S2760, the second device 2000 may transmit
a text that is input by the second user (i.e., the text of the
second user) to the first device 1000.

In operation S2765, the first device 1000 may convert the
text of the second user into a voice. The first device 1000
may convert the text of the second user into a voice of the
second user by using various TTS techniques. Also, the first
device 1000 may previously obtain user information about a
gender, an age, etc., of the second user, and may determine
a tone of the voice that is converted from the text of the
second user, in consideration of the gender, the age, etc., of
the second user.

In operation S2770, the first device 1000 may output the
voice that is converted from the text of the second user, via
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a speaker of the first device 1000. Accordingly, the second
user may operate in the text mode, while the first user may
operate in the voice mode.

FIG. 28 is a flowchart of a method of performing a
voice-message call, the method performed by the first device
1000 that operates in a voice mode and the second device
2000 that operates in a text mode, according to an exemplary
embodiment. In the embodiment of FIG. 28, the second
device 2000 may convert a voice of a first user into a text,
and may convert a text of a second user into a voice.

Since operations S2800 through S2835 of FIG. 28 corre-
spond to operations S2700 through S2735 of FIG. 27,
descriptions about operations S2700 through S2735 are
omitted here.

In operation S2840, the first device 1000 may transmit the
voice of the first user to the second device 2000.

In operation S2845, the second device 2000 may convert
the voice of the first user into a text, and in operation S2850,
the second device 2000 may display a text indicating a
conversation between the first user and the second user in the
chat window. Accordingly, the first user may operate in the
voice mode and the second user may operate in the text
mode.

In operation S2855, the second device 2000 may receive
a text input by the second user via the chat window, and in
operation S2860, the second device 2000 may convert the
text that is input by the second user (i.e., the text of the
second user) into a voice. For example, the second device
2000 may determine a tone of the converted voice, in
consideration of a gender and an age of the second user.

In operation S2865, the second device 2000 may transmit,
to the first device 1000, the voice that is converted from the
text of the second user, the text that is converted from the
voice of the first user, and the text of the second user.

In operation S2870, the first device 1000 may output the
voice that is converted from the text of the second user, via
a speaker of the first device 1000. Accordingly, the first user
may operate in the voice mode and the second user may
operate in the text mode.

FIGS. 29A, 29B, and 29C illustrate examples of a com-
bination mode that is one of call modes of a voice-message
call, according to exemplary embodiments.

During the combination mode, while a voice input func-
tion and a voice output function for a voice call are activated,
a text input function and a text output function for a text
exchange may be activated. Thus, in the combination mode,
a user may perform the text exchange while the user
performs the voice call via the first device 1000.

Also, during the combination mode, while at least one of
the voice input function and the voice output function for the
voice call are activated, at least one of the text input function
and the text output function for the text exchange may be
activated.

For one example, during the combination mode, while the
voice input function for the voice call is activated, the text
input function and the text output function for the text
exchange may be activated.

For another example, during the combination mode, while
the voice output function for the voice call is activated, the
text input function and the text output function for the text
exchange may be activated.

For another example, during the combination mode, while
the voice input function and the voice output function for the
voice call are activated, the text input function for the text
exchange may be activated.
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For another example, during the combination mode, while
the voice input function and the voice output function for the
voice call are activated, the text output function for the text
exchange may be activated.

Referring to FIG. 29A, a speakerphone function of the
first device 1000 may be activated, and a message exchange
function via a chat window that is displayed on a screen of
the first device 1000 may be activated.

During the combination mode, the first device 1000 may
also perform a message exchange with the second device
2000 while the first device 1000 performs the voice call with
the second device 2000.

Referring to FIG. 29B, while a voice call function that
does not involve using a speakerphone function of the first
device 1000 is activated, a message exchange function via a
chat window that is displayed on a screen of the first device
1000 may be activated. The voice call function that does not
involve using the speakerphone function may indicate a
voice call that is performed by using a speaker adjacent to
an ear of a user and a microphone adjacent to a mouth of the
user, while the first device 1000 is adjacent to a face of the
user.

In this case, while the first device 1000 performs a voice
input/output when the voice call function is activated, the
first device 1000 may also perform a text input/output via a
chat window for exchanging a message with the second
device 2000.

Referring to FIG. 29C, while a user wears a wearable
device 290 that is connected with the first device 1000 in a
wired or wireless manner, the first device 1000 may perform
a voice-message call during a combination mode. In this
case, the first device 1000 may control the wearable device
290 to perform at least one of a voice input/output and a text
input/output for the voice-message call during the combi-
nation mode.

For example, when the wearable device 290 is a head-
phone, the first device 1000 may control a voice from the
first device 1000 to be output via the headphone while the
first device 1000 performs the voice-message call during the
combination mode.

For example, when the wearable device 290 is smart
glasses, the first device 1000 may control a chat window,
which is output from the first device 1000, to be output via
the smart glasses while the first device 1000 performs the
voice-message call during the combination mode.

FIG. 30 illustrates an example where a call mode of the
first device 1000 that performs a voice-message call is
switched from a voice mode to a combination mode or is
switched from the combination mode to the voice mode,
according to an exemplary embodiment.

Referring to FIG. 30, when a button 300 displayed on a
screen of the first device 1000 that performs the voice-
message call during the voice mode is selected, the call
mode of the first device 1000 may be switched from the
voice mode to the combination mode. Also, when a button
301 displayed on the screen of the first device 1000 that
performs the voice-message call during the combination
mode is selected, the call mode of the first device 1000 may
be switched from the combination mode to the voice mode.

FIG. 31 illustrates an example where a call mode of the
first device 1000 that performs a voice-message call is
switched from a text mode to a combination mode or is
switched from the combination mode to the text mode,
according to an exemplary embodiment.

Referring to FIG. 31, when a button 310 displayed on a
screen of the first device 1000 that performs the voice-
message call during the text mode is selected, the call mode
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of' the first device 1000 may be switched from the text mode
to the combination mode. Also, when a button 311 displayed
on the screen of the first device 1000 that performs the
voice-message call during the combination mode is selected,
the call mode of the first device 1000 may be switched from
the combination mode to the text mode.

FIG. 32 is a flowchart of a method of switching a mode
of a voice-message call, the method performed by the first
device 1000, according to an exemplary embodiment.

Because operation S3200 through S3220, and operation
S3260 through S3290 in the flowchart of FIG. 32 correspond
to operation S2200 through S2220, and operation S2230
through S2260 of FIG. 22, descriptions about operation
S3200 through S3220, and operation S3260 through S3290
are omitted here.

As a result of determination in operation S3200, if a call
mode is not a voice mode, in operation S3230, the first
device 1000 may determine whether the call mode of a
voice-message call is a combination mode. For example, the
first device 1000 may determine whether a button for
switching to the combination mode is selected by a first user,
and thus may determine whether the call mode is the
combination mode.

As a result of determination in operation S3230, if it is
determined that the call mode is the combination mode, in
operation S3240, the first device 1000 may activate a
speaker and a microphone in the first device 1000.

In operation S3250, the first device 1000 may display a
chat window on a screen of the first device 1000. Also, the
first device 1000 may display, in the chat window, a text that
is input by the first user via the chat window. Also, the first
device 1000 may display, in the chat window, a text that is
converted from a voice of a second user and a text that is
input to the second device 2000 by the second user.

As a result of the determination in operation S3230, if it
is determined that the call mode is not the combination
mode, the first device 1000 may perform operation S3260.

FIG. 33 is a flowchart of a method of performing a
voice-message call during a combination mode, the method
performed by the first device 1000, according to an exem-
plary embodiment.

In operation S3300, the first device 1000 may determine
that a call mode of the voice-message call is the combination
mode. For example, the first device 1000 may determine
whether a button for switching to the combination mode is
selected by a first user, and thus may determine that the call
mode is the combination mode.

When the call mode is the combination mode, in operation
S3310, the first device 1000 may activate a speaker and a
microphone, and in operation S3320, the first device 1000
may display a chat window on a screen of the first device
1000. Also, the first device 1000 may display, in the chat
window, a text that is input by the first user via the chat
window. Also, the first device 1000 may display, in the chat
window, a text that is converted from a voice of a second
user and a text that is input to the second device 2000 by the
second user.

In operation S3330, the first device 1000 may receive a
voice input by the first user and/or a text input by the first
user. The first device 1000 may receive the voice input by
the first user via an activated microphone, and may receive
the text input by the first user via a displayed chat window.
The first device 1000 may convert a voice that is input by the
first user into a text, or may convert a text that is input by
the first user into a voice.

In operation S3340, the first device 1000 may recognize
a call mode of the second device 2000. The second device
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2000 may transmit information indicating the call mode of
the second device 2000 to the first device 1000, and the first
device 1000 may recognize the call mode of the second
device 2000, based on the information indicating the call
mode that is received from the second device 2000.

In operation S3350, the first device 1000 may selectively
transmit at least one of the voice and the text of the first user
to the second device 2000. The first device 1000 may
selectively transmit, to the second device 2000, at least one
of'the voice that is input by the first user, the text that is input
by the first user, a text that is converted from the voice input
by the first user, and a voice that is converted from the text
input by the first user.

For one example, when the call mode of the second device
2000 is a voice mode, the first device 1000 may transmit, to
the second device 2000, the voice that is input by the first
user, and the voice that is converted from the text input by
the first user. For another example, when the call mode of the
second device 2000 is a text mode, the first device 1000 may
transmit, to the second device 2000, the text that is input by
the first user, and the text that is converted from the voice
input by the first user. However, one or more exemplary
embodiments are not limited thereto.

FIG. 34 is a flowchart of a method of performing a
voice-message call with the second device 2000, the method
performed by the first device 1000 that operates in a com-
bination mode, according to an exemplary embodiment.

In operation S3400, the first device 1000 is call-connected
with the second device 2000. The first device 1000 may
transmit a request for call-connection to the second device
2000 or may receive a request for call-connection from the
second device 2000, so that the first device 1000 may be
call-connected with the second device 2000.

In operation S3405, the first device 1000 may determine
whether a call mode of the voice-message call is a combi-
nation mode. For example, the first device 1000 may deter-
mine whether a button for switching to the combination
mode is selected by a first user, and thus may determine
whether the call mode is the combination mode.

When the call mode is the combination mode, in operation
S3410, the first device 1000 may activate a speaker and a
microphone, and in operation S3415, the first device 1000
may display a chat window on a screen of the first device
1000.

In operation S3420, the first device 1000 may receive a
voice input by the first user. The first device 1000 may
receive the voice input by the first user via the activated
microphone.

In operation S3425, the first device 1000 may transmit the
voice that is input by the first user to the second device 2000,
and in operation S3430, the first device 1000 may convert
the voice that is input by the first user into a text. Also, the
first device 1000 may display, in the chat window, the text
that is converted from the voice input by the first user.

In operation S3435, the second device 2000 may transmit
a voice of a second user to the first device 1000, and in
operation S3440, the first device 1000 may output the voice
of the second user. The first device 1000 may output the
voice of the second user via the activated speaker.

In operation S3445, the first device 1000 may convert the
voice of the second user into a text. Also, the first device
1000 may display, in the chat window, the text that is
converted from the voice of the second user.

In operation S3450, the first device 1000 may receive a
text input by the first user. The first device 1000 may receive
the text input by the first user via the chat window, and may
display the text input by the first user in the chat window.
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In operation S3455, the first device 1000 may convert the
text that is input by the first user into a voice. For example,
the first device 1000 may determine a tone of the voice that
is converted from the text input by the first user, in consid-
eration of a gender and an age of the first user. However, one
or more exemplary embodiments are not limited thereto, and
the tone of the converted voice may be preset.

In operation S3460, the first device 1000 may transmit, to
the second device 2000, the voice that is converted from the
text input by the first user.

FIG. 35Ais a flowchart of a method of advising a first user
of a change in a call mode of the second device 2000, and
recommending a first user to change a call mode, the method
performed by the first device 1000, according to an exem-
plary embodiment.

In operation S3500, the first device 100 may recognize a
call mode of the second device 2000. The second device
2000 may transmit information indicating the call mode of
the second device 2000 to the first device 1000, and the first
device 1000 may recognize the call mode of the second
device 2000, based on the information indicating the call
mode that is received from the second device 2000.

In operation S3510, the first device 1000 may determine
whether the call mode of the second device 2000 is changed.
For example, the call mode of the second device 2000 may
be changed from a voice mode to a text mode, may be
changed from the voice mode to a combination mode, may
be changed from the text mode to the voice mode, may be
changed from the text mode to the combination mode, may
be changed from the combination mode to the voice mode,
or may be changed from the combination mode to the text
mode. Here, the first device 1000 may poll the second device
2000 for information of the mode. Alternatively, the second
device 2000 may inform the first device 1000 of a change in
mode.

Also, the first device 1000 may determine whether an
input method of the second device 2000 is changed. The first
device 1000 may determine whether the second device 2000
receives only a voice input, only a text input, or a voice and
text input for a voice-message call. Again, the first device
may poll the second device for information about the input
method, or the second device 2000 may inform the first
device about the input method.

Also, the first device 1000 may determine whether an
output method of the second device 2000 is changed. The
first device 1000 may determine whether the second device
2000 provides only a voice output, only a text output, or a
voice and text output for the voice-message call. The first
device may poll the second device for information about the
output method, or the second device 2000 may inform the
first device about the output method.

As a result of the determination in operation S3510, when
the first device 1000 determines that the call mode of the
second device 2000 is changed, in operation S3520, the first
device 1000 may advise the first user of the changed call
mode of the second device 2000. For one example, when a
call mode of the first device 1000 is a voice mode, the first
device 1000 may output a voice to advise the change in the
call mode of the second device 2000. For another example,
when the call mode of the first device 1000 is a text mode,
the first device 1000 may output, to a screen of the first
device 1000, a text to advise the change in the call mode of
the second device 2000. For another example, when the call
mode of the first device 1000 is a combination mode, the first
device 1000 may output, to the screen of the first device
1000, the text to advise the change in the call mode of the
second device 2000 while the first device 1000 outputs the
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voice to advise the change in the call mode of the second
device 2000. However, one or more exemplary embodi-
ments are not limited thereto. Also, the first device 1000 may
advise the first user of an output method during the changed
call mode of the second device 2000.

Also, when the input method of the second device 2000
is changed, the first device 1000 may advise the first user of
the changed input method. Also, when the output method of
the second device 2000 is changed, the first device 1000 may
advise the first user of the changed output method.

In operation S3530, the first device 1000 may recommend
a change in the call mode of the first device 1000. For one
example, while the first device 1000 that operates in the
voice mode performs a voice-message call with the second
device 2000, when the call mode of the second device 2000
is changed from the voice mode to the text mode, the first
device 1000 may recommend the first user to change the call
mode of the first device 1000 from the voice mode to the text
mode. In this case, the first device 1000 may output a voice
“Do you want to change a call mode to a text mode ?” via
a speaker, or message prompt. Also, when the first device
1000 changes the call mode from the voice mode to the text
mode, the first device 1000 may provisionally cut a voice
call channel established between the first device 1000 and
the second device 2000.

For another example, while the first device 1000 that
operates in the text mode performs a voice-message call
with the second device 2000, when the call mode of the
second device 2000 is changed from the text mode to the
voice mode, the first device 1000 may recommend the first
user to change the call mode of the first device 1000 from the
text mode to the voice mode. In this case, the first device
1000 may display a text “Do you want to change a call mode
to a voice mode ?” in a chat window on a screen of the first
device 1000, or output a voice prompt. When the first device
1000 changes the call mode from the text mode to the voice
mode, the first device 1000 may provisionally cut a channel
for a text exchange which is established between the first
device 1000 and the second device 2000.

For example, when the call mode of the second device
2000 is changed, the first device 1000 may generate a
vibration and may simultaneously display a message indi-
cating a mode change on the screen of the first device 1000.

When the input method of the second device 2000 is
changed, the first device 1000 may recommend an input
method of the first device 1000 to perform a voice-message
call. Also, when the input method of the second device 2000
is changed, the first device 1000 may recommend an output
method of the first device 1000 to perform the voice-
message call.

Also, when the output method of the second device 2000
is changed, the first device 1000 may recommend an input
method of the first device 1000 to perform a voice-message
call. Also, when the output method of the second device
2000 is changed, the first device 1000 may recommend an
output method of the first device 1000 to perform the
voice-message call.

FIG. 35B is a flowchart of a method of advising a first user
of a change in input/output functions of the second device
2000 during a combination mode, and recommending the
first user to change a call mode, the method performed by the
first device 1000, according to an exemplary embodiment.

In operation S3540, the first device 1000 may recognize
that the input/output functions of the second device 2000
during the combination mode are changed. The second
device 2000 may transmit, to the first device 1000, infor-
mation indicating the change in the input/output functions of
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the second device 2000 during the combination mode, and
the first device 1000 may recognize the change in the
input/output functions of the second device 2000 during the
combination mode, based on the information received from
the second device 2000.

In operation S3550, the first device 1000 may determine
whether the input/output functions of the second device
2000 during the combination mode are changed. For
example, the first device 1000 may determine whether at
least one of a voice input function and a voice output
function for a voice call is changed or at least one of a text
input function and a text output function for a text exchange
is changed in the combination mode of the second device
2000.

Also, the first device 1000 may determine whether an
input method of the second device 2000 is changed. The first
device 1000 may determine whether the second device 2000
receives only a voice input, only a text input, or a voice and
text input for a voice-message call.

Also, the first device 1000 may determine whether an
output method of the second device 2000 is changed. The
first device 1000 may determine whether the second device
2000 provides only a voice output, only a text output, or a
voice and text output for the voice-message call.

As a result of the determination in operation S3550, when
the first device 1000 determines that the input/output func-
tions of the second device 2000 during the combination
mode are changed, in operation S3560, the first device 1000
may advise the first user of changed input/output functions
of the second device 2000. For example, the first device
1000 may advise the first user of a changed output method
of the second device 2000. Also, when the input method of
the second device 2000 is changed, the first device 1000 may
advise the first user of a changed input method of the second
device 2000. When the output method of the second device
2000 is changed, the first device 1000 may advise the first
user of a changed output method of the second device 2000.

In operation S3570, the first device 1000 may recommend
a change in the call mode of the first device 1000. In this
case, the first device 1000 may recommend the first user of
a call mode of the first device 1000, according to the change
in the input/output functions of the second device 2000
during the combination mode.

When the input method of the second device 2000 is
changed, the first device 1000 may recommend an input
method of the first device 1000 to perform a voice-message
call. Also, when the input method of the second device 2000
is changed, the first device 1000 may recommend an output
method of the first device 1000 to perform the voice-
message call.

Also, when the output method of the second device 2000
is changed, the first device 1000 may recommend an input
method of the first device 1000 to perform a voice-message
call. Also, when the output method of the second device
2000 is changed, the first device 1000 may recommend an
output method of the first device 1000 to perform the
voice-message call.

FIG. 36 illustrates an example where the first device 1000
recommends a first user to change a call mode from a voice
mode to a text mode, according to an exemplary embodi-
ment.

Referring to FIG. 36, the first device 1000 may perform
a voice-message call while the first device 1000 operates
during the voice mode, and then when a call mode of the
second device 2000 is changed from a voice mode to a text
mode, the first device 1000 may output a voice “Call mode
of the other side is changed from a voice mode to a text
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mode. Do you want to change your call mode to a text
mode?” via a speaker of the first device 1000.

Also, the first user may have the first device 1000 distant
from a face of the first user, and thus, the first device 1000
may change the call mode from the voice mode to the text
mode.

FIG. 37 illustrates an example where the first device 1000
recommends a first user to change a call mode from a text
mode to a voice mode, according to an exemplary embodi-
ment.

Referring to FIG. 37, the first device 1000 may perform
a voice-message call while the first device 1000 operates
during the text mode, and then when a call mode of the
second device 2000 is changed from a text mode to a voice
mode, the first device 1000 may output a voice “Call mode
of the other side is changed from a text mode to a voice
mode. Do you want to change your call mode to a voice
mode?” via a speaker of the first device 1000.

Also, the first user may make the first device 1000
adjacent to a face of the first user, and thus the first device
1000 may change the call mode from the text mode to the
voice mode.

FIG. 38 is a flowchart of a method of generating a call list
in relation to voice-message calls, the method performed by
the first device 1000, according to an exemplary embodi-
ment.

In operation S3800, the first device 1000 may obtain
device information about the second device 2000 that per-
forms a voice-message call with the first device 1000. For
example, the first device 1000 may obtain information about
a Service Set Identifier (SSID) of the second device 2000, a
telephone number of the second device 2000, a name of a
second user of the second device 2000, and a type of the
second device 2000.

In operation S3810, the first device 1000 may obtain
information about a time in relation to a call with the second
device 2000. For example, the first device 1000 may obtain
information about a time when the first device 1000 and the
second device 2000 initiate the voice-message call, a time
when the first device 1000 and the second device 2000 end
the voice-message call, and a time period during which the
first device 1000 and the second device 2000 perform the
voice-message call.

In operation S3820, the first device 1000 may obtain
information about a call location of the first device 1000.
The first device 1000 may obtain information about a
location of the first device 1000 while the first device 1000
and the second device 2000 perform the voice-message call.

In operation S3830, the first device 1000 may back up text
information about a text in a chat window generated during
the voice-message call. The first device 1000 may back up
the text in the chat window which indicates a conversation
between the first user and the second user. The text may be
backed up in the device 1000 or a server that mediates
connection between the device 1000 and the device 2000.

Also, the first device 1000 may back up a text that is
obtained for a preset time period before a predetermined
event occurs. For example, the predetermined event may
include an end of a call between the first device 1000 and the
second device 2000, reception of a user input for a text
backup, or the like. For example, when the call between the
first device 1000 and the second device 2000 ends, the first
device 1000 may back up a text that is obtained by the first
device 1000 for five minutes before the call ends. For
example, when the first device 1000 receives the user input
for the text backup, the first device 1000 may back up a text
that is obtained by the first device 1000 for three minutes
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before the user input is received. However, a type of the
event and a time value that are set for the text backup are not
limited thereto.

Also, the first device 1000 may back up a part of the text
indicating the conversation between the first user and the
second user in the first device 1000, and may back up all of
the text indicating the conversation between the first user
and the second user in the server 3000.

In operation S3840, the first device 1000 may generate the
call list, based on a plurality of pieces of the information
obtained in operations S3800 through S3820.

In operation S3850, the first device 1000 may associate
the generated call list with the text information that is backed
up in operation S3830 and may store the call list. Because
the call list is associated with the backed up text information
and then is stored, the first device 1000 may provide the first
user with conversation content that corresponds to the call
list, according to a user input in relation to the call list. In this
case, when a first button is selected from the call list, the first
device 1000 may first display a part of the conversation
content that corresponds to the call list on a screen of the first
device 1000, and when a second button is selected in the
screen on which the part of the conversation content is
displayed, the first device 1000 may display all of the
conversation content that corresponds to the call list on the
screen of the first device 1000.

FIG. 39 is a flowchart of a method of displaying a text
indicating a conversation between a first user and a second
user via a call list of the first device 1000, according to an
exemplary embodiment.

In operation S3900, the first device 1000 may select the
second device 2000 from the call list of the first device 1000.
The first device 1000 may select a telephone number of the
second device 2000 or a name of the second user from the
call list, based on a user input.

In operation S3910, according to selection of the second
device 2000, the first device 1000 may display the text
indicating the conversation between the first user and the
second user on a screen of the first device 1000.

FIGS. 40 through 42 illustrate examples of a call list,
according to exemplary embodiments.

Referring to FIG. 40, telephone numbers of a plurality of
the second devices 2000 may be displayed in the call list that
is displayed in a screen of the first device 1000. Also, in
order to see conversation content related to a specific call, a
first user may select a button 350 in the call list. In this
regard, a user may view a history of the conversation with
another user.

When the first user selects the button 350, a text indicating
conversation content that corresponds to the selected button
350 may be displayed on an entire portion of the screen of
the first device 1000, as illustrated in FIG. 41. In this case,
the text that indicates the conversation content may corre-
spond to a part of the conversation content. Also, the text
that indicates the part of the conversation content may be
stored in the first device 1000, but one or more exemplary
embodiments are not limited thereto.

Also, referring to FIG. 41, a button 410 for showing all of
the conversation content may be displayed in a window that
includes the text that indicates the part of the conversation
content. When the first user presses the button 410, the first
device 1000 may display a text indicating all of the conver-
sation content on the screen of the first device 1000. In this
case, the text indicating all of the conversation content may
be stored in the server 3000, and the first device 1000 may
receive the text indicating all of the conversation content
from the server 3000 and may display the text.
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When the first user selects the button 350, a pop-up
window that includes a text indicating conversation content
corresponding to the selected button 350 may be displayed
on a portion of the screen of the first device 1000, as shown
in FIG. 42.

When the first user selects the button 350, all of the
conversation content that corresponds to the selected button
350 may be displayed, but one or more exemplary embodi-
ments are not limited thereto.

FIG. 43 illustrates an example where the first device 1000
and the second device 2000 perform a voice-message call
via the server 3000, according to an exemplary embodiment.

Referring to FIG. 43, the first device 1000 may perform
the voice-message call with the second device 2000 via the
server 3000. Also, the server 3000 may perform a TTS
function and an STT function for the voice-message call.

For example, the server 3000 may convert a first user’s
voice that is input via the first device 1000 into a text, and
a first user’s text that is input via the first device 1000 into
a voice. Also, the server 3000 may convert a second user’s
voice that is input via the second device 2000 into a text, and
a second user’s text that is input via the second device 2000
into a voice.

FIG. 44 is a flowchart of a method of supporting a
voice-message call between the first device 1000 and the
second device 2000 by converting voices of first and second
users into texts, the method performed by the server 3000,
according to an exemplary embodiment.

In operation S4400, the first device 1000 and the second
device 2000 are call-connected with each other. The first
device 1000 may be call-connected with the second device
2000 by transmitting a request for call-connection to the
second device 2000, or by receiving a request for call-
connection from the second device 2000.

In operation S4405, the first device 1000 may activate a
voice-message call function. The first device 1000 may
activate the voice-message call function, based on a user
input. In operation S4405, the first device 1000 activates the
voice-message call function after the first device 1000 is
call-connected with the second device 2000. However, one
or more exemplary embodiments are not limited thereto. For
example, the first device 1000 may activate the voice-
message call function when the first device 1000 sends a call
or receives a call, or while the first device 1000 performs a
call.

In operation S4410, the second device 2000 may activate
a voice-message call function. The second device 2000 may
activate the voice-message call function, based on a user
input. In operation S4410, the second device 2000 activates
the voice-message call function after the second device 2000
is call-connected with the first device 1000. However, one or
more exemplary embodiments are not limited thereto. For
example, the second device 2000 may activate the voice-
message call function when the second device 2000 sends a
call or receives a call, or while the second device 2000
performs a call.

In operation S4415, the first device 1000 may transmit a
voice of the first user to the server 3000. The first device
1000 may obtain the voice of the first user via a microphone
in the first device 1000, and may transmit the obtained voice
to the server 3000.

In operation S4420, the server 3000 may transmit the
voice of the first user to the second device 2000.

In operation S4425, the server 3000 may convert the voice
of the first user into a text. The server 3000 may convert the
voice of the first user into the text by using various STT
techniques.
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In operation S4430, the server 3000 may transmit the text
that is converted from the voice of the first user to the second
device 2000, and in operation S4435, the server 3000 may
transmit the text that is converted from the voice of the first
user to the first device 1000.

In operation S4440, the second device 2000 may transmit
the voice of the second user to the server 3000. The second
device 2000 may obtain the voice of the second user via a
microphone in the second device 2000 and may transmit the
obtained voice to the server 3000.

In operation S4445, the server 3000 may transmit the
voice of the second user to the first device 1000.

In operation S4450, the server 3000 may convert the voice
of the second user into a text. The server 3000 may convert
the voice of the second user into the text by using the various
STT techniques.

In operation S4455, the server 3000 may transmit the text
that is converted from the voice of the second user to the first
device 1000, and in operation S4460, the server 3000 may
transmit the text that is converted from the voice of the
second user to the second device 2000.

In operation S4465, the first device 1000 may arrange the
received texts in a temporal order. For one example, accord-
ing to a time when the voice of the first user is input to the
first device 1000 and a time when the voice of the second
user is received, the first device 1000 may arrange the text
that is converted from the voice of the first user and the text
that is converted from the voice of the second user. For
another example, according to the time when the voice of the
first user is input to the first device 1000 and a time when the
voice of the second user is input to the second device 2000,
the first device 1000 may arrange the text that is converted
from the voice of the first user and the text that is converted
from the voice of the second user. However, one or more
exemplary embodiments are not limited thereto.

In operation S4470, the first device 1000 may display a
chat window including the arranged texts on a screen of the
first device 1000. The first device 1000 may display the chat
window on the screen of the first device 1000 while the first
device 1000 performs the voice-message call. Also, the first
device 1000 may display the chat window on the screen of
the first device 1000 or may hide the chat window in the
screen of the first device 1000, depending on a call mode of
the voice-message call.

In operation S4475, the second device 2000 may arrange
the received texts in a temporal order. For one example,
according to a time when the voice of the second user is
input to the second device 2000 and a time when the voice
of the first user is received, the second device 2000 may
arrange the text that is converted from the voice of the first
user and the text that is converted from the voice of the
second user. For another example, according to the time
when the voice of the second user is input to the second
device 2000 and a time when the voice of the first user is
input to the second device 2000, the second device 2000
may arrange the text that is converted from the voice of the
first user and the text that is converted from the voice of the
second user. However, one or more exemplary embodiments
are not limited thereto.

In operation S4480, the second device 2000 may display
a chat window including the arranged texts on a screen of the
second device 2000. The second device 2000 may display
the chat window on the screen of the second device 2000
while the second device 2000 performs the voice-message
call. Also, the second device 2000 may display the chat
window on the screen of the second device 2000 or may hide
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the chat window in the screen of the second device 2000,
depending on a call mode of the voice-message call.

As discussed above, the server 3000 may mediate the
connection between the first device 1000 and the second
device 2000. Accordingly, the server 3000 may perform
conversion between text and voice as necessary. Further, the
server may perform storage functions, thereby storing text
and voice data as necessary.

FIG. 45 is a flowchart of a method of supporting a
voice-message call between the first device 1000 and the
second device 2000 by converting texts of first and second
users into voices, the method performed by the server 3000,
according to an exemplary embodiment.

Because operations S4500 through S4510 of FIG. 45
correspond to operations S4400 through S4410 of FIG. 44,
descriptions thereof are omitted here.

In operation S4515, the first device 1000 may transmit the
text that is input by the first user to the server 3000, and in
operation S4520, the server 3000 may transmit the text that
is input by the first user to the second device 2000.

In operation S4525, the server 3000 may convert the text
that is input by the first user into a voice. The server 3000
may determine a tone of the voice that is converted from the
text of the first user, in consideration of user information
(e.g., a gender and an age) about the first user.

In operation S4530, the server 3000 may transmit, to the
second device 2000, the voice that is converted from the text
of'the first user, and in operation S4535, the server 3000 may
transmit, to the first device 1000, the voice that is converted
from the text of the first user.

In operation S4540, the second device 2000 may transmit
the text that is input by the second user to the server 3000,
and in operation S4545, the server 3000 may transmit the
text that is input by the second user to the first device 1000.

In operation S4550, the server 3000 may convert the text
that is input by the second user into a voice. The server 3000
may determine a tone of the voice that is converted from the
text of the second user, in consideration of user information
(e.g., a gender and an age) about the second user.

In operation S4555, the server 3000 may transmit, to the
first device 1000, the voice that is converted from the text of
the second user, and in operation S4560, the server 3000
may transmit, to the second device 2000, the voice that is
converted from the text of the second user.

In operation S4565, the first device 1000 may display a
chat window that shows a conversation between the first
user and the second user, depending on a status of the first
device 1000. For example, when a call mode of the first
device 1000 is a text mode or a combination mode, the first
device 1000 may display the chat window that shows the
conversation between the first user and the second user on
the screen of the first device 1000.

In operation S4570, the first device 1000 may output the
voice of the second user, depending on a status of the first
device 1000. For example, when the call mode of the first
device 1000 is a voice mode or the combination mode, the
first device 1000 may output the voice of the second user.

In operation S4575, the second device 2000 may display
a chat window that shows a conversation between the first
user and the second user, depending on a status of the second
device 2000. For example, when a call mode of the second
device 2000 is a text mode or a combination mode, the
second device 2000 may display the chat window that shows
the conversation between the first user and the second user
on the screen of the second device 2000.

In operation S4580, the second device 2000 may output
the voice of the first user, depending on a status of the second
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device 2000. For example, when a call mode of the second
device 2000 is a voice mode or the combination mode, the
second device 2000 may output the voice of the first user.

As discussed above, the server 3000 may mediate the
connection between the first device 1000 and the second
device 2000. Accordingly, the server 3000 may perform
conversion between text and voice as necessary. Further, the
server may perform storage functions, thereby storing text
and voice data as necessary.

FIG. 46 is a flowchart of a method of storing voice data
and text data related to a voice-message call between the first
device 1000 and the second device 2000, the method per-
formed by the server 3000, according to an exemplary
embodiment.

In operation S4600, the first device 1000 may perform the
voice-message call with the second device 2000. The first
device 1000 and the second device 2000 may perform the
voice-message call via the server 3000, but one or more
exemplary embodiments are not limited thereto. The first
device 1000 may directly perform the voice-message call
with the second device 2000.

In operation S4610, the first device 1000 may store a text
that indicates a part of a conversation between users. The
first device 1000 may obtain a text that is converted from a
voice that a first user inputs to the first device 1000, a text
that is converted from a voice that a second user inputs to the
second device 2000, a text that the first user inputs to the first
device 1000, and a text that the second user inputs to the
second device 2000.

Also, the first device 1000 may obtain a text indicating the
conversation between users from at least one of the first
device 1000, the second device 2000, and the server 3000.
Also, the first device 1000 may store a part of the obtained
text in the first device 1000.

In operation S4620, the first device 1000 may transmit a
text indicating all of the conversation between users to the
server 3000, and in operation S4630, the server 3000 may
store the text indicating all of the conversation between
users. In operations S4620 and S4630, the server 3000
receives the text indicating all of the conversation between
users from the first device 1000 and stores the conversation,
but one or more exemplary embodiments are not limited
thereto. The server 3000 may receive the text indicating a
part of the conversation between users from the first device
1000, may receive a text indicating a part of the conversation
between users from the second device 2000, and may
directly generate a text indicating a part of the conversation
between users. Also, the server 3000 may obtain the text
indicating all of the conversation between users by combin-
ing the text received from the first device 1000, the text
received from the second device 2000, and the text gener-
ated by the server 3000.

In operation S4640, the first device 1000 may store voice
data that indicates the text indicating the part of the con-
versation between users. The first device 1000 may obtain
voice data that is converted from a text that the first user
inputs to the first device 1000, voice data that is converted
from a text that the second user inputs to the second device
2000, voice data that the first user inputs to the first device
1000, and voice data that the second user inputs to the
second device 2000.

Also, the first device 1000 may obtain voice data that
indicates the conversation between users from at least one of
the first device 1000, the second device 2000, and the server
3000. Also, the first device 1000 may store a part of the
obtained voice data in the first device 1000.
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In operation S4650, the first device 1000 may transmit
voice data indicating all of the conversation between users
to the server 3000, and in operation S4660, the server 3000
may store the voice data indicating all of the conversation
between users. In operation S4650 and S4660, the server
3000 receives the voice data indicating all of the conversa-
tion between users from the first device 1000 and stores it,
but one or more exemplary embodiments are not limited
thereto. The server 3000 may receive voice data indicating
a part of the conversation between users from the first device
1000, may receive voice data indicating a part of the
conversation between users from the second device 2000,
and may directly generate voice data indicating a part of the
conversation between users. Also, the server 3000 may
obtain the voice data indicating all of the conversation
between users by combining the voice data received from
the first device 1000, the voice data received from the
second device 2000, and the voice data generated by the
server 3000.

FIG. 47 illustrates in example where the first device 1000,
the second device 2000, and a third device 4000 perform a
voice-message call with each other, according to an exem-
plary embodiment.

Referring to FIG. 47, the voice-message call may be
performed among the first device 1000, the second device
2000, and the third device 4000. For example, while the first
device 1000 and the second device 2000 perform a voice-
message call, the third device 4000 may participate in the
voice-message call that the first device 1000 and the second
device 2000 perform. Alternatively, for example, the first
device 1000, the second device 2000, and the third device
4000 may initiate a voice-message call together. Although
three devices are illustrated, any number of devices may
participate in a voice-message call.

When the voice-message call is performed among the first
device 1000, the second device 2000, and the third device
4000, 1) one or more operations between the first device
1000 and the second device 2000 to perform the voice-
message call, ii) one or more operations between the first
device 1000 and the third device 4000 to perform the
voice-message call, and iii) one or more operations between
the second device 2000 and the third device 4000 to perform
the voice-message call may correspond to the operations that
are illustrated and described with reference to FIGS. 1
through 42.

FIG. 48 illustrates an example where the first device 1000,
the second device 2000, and the third device 4000 perform
a voice-message call with each other via the server 3000,
according to an exemplary embodiment.

Referring to FIG. 48, when the first device 1000, the
second device 2000, and the third device 4000 perform the
voice-message call with each other via the server 3000, a
voice that is input to the first device 1000, a voice that is
input to the second device 2000, and a voice that is input to
the third device 4000 may be completely or partly converted
into texts by the server 3000. Also, a text that is input to the
first device 1000, a text that is input to the second device
2000, and a text that is input to the third device 4000 may
be completely or partly converted into voices by the server
3000.

Also, when the first device 1000, the second device 2000,
and the third device 4000 perform the voice-message call
with each other via the server 3000, i) one or more opera-
tions between the first device 1000, the second device 2000,
and the server 3000 to perform the voice-message call, ii)
one or more operations between the first device 1000, the
third device 4000, and the server 3000 to perform the
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voice-message call, and iii) one or more operations between
the second device 2000, the third device 4000, and the server
3000 to perform the voice-message call may correspond to
the operations that are illustrated and described with refer-
ence to FIGS. 43 through 46.

FIGS. 49 and 50 are block diagrams of the first device
1000, according to embodiments of the present invention.

As illustrated in FIG. 49, the first device 1000 may
include a user input unit 1100, an output unit 1200, a control
unit 1300, and a communication unit 1500. However, the
first device 1000 may be embodied with more or less
elements than the elements shown in FIG. 49.

For example, as illustrated in FIG. 50, the first device
1000 may further include a sensing unit 1400, an audio/
video (A/V) input unit 1600, and a memory 1700 in addition
to the user input unit 1100, the output unit 1200, the control
unit 1300, and the communication unit 1500.

The user input unit 1100 may be a unit by which a user
inputs data to control the first device 1000. For example, the
user input unit 1100 may include a key pad, a dome switch,
a touch pad (a touch capacitive type touch pad, a pressure
resistive type touch pad, an infrared beam sensing type touch
pad, a surface acoustic wave type touch pad, an integral
strain gauge type touch pad, a piezo effect type touch pad,
or the like), a jog wheel, and a jog switch, but one or more
exemplary embodiments are not limited thereto.

The user input unit 1100 may receive a user input for a
voice-message call. For example, the user input unit 1100
may receive a user’s voice input, a user’s text input, and a
user’s touch input.

The output unit 1200 may function to output an audio
signal, a video signal, or a vibration signal and may include
a display unit 1210, a sound output unit 1220, a vibration
motor 1230, or the like.

The display unit 1210 may display and output information
that is processed in the first device 1000. For example, the
display unit 1210 may display a chat window that includes
a text indicating a conversation between users during the
voice-message call.

When the display unit 1210 and a touch pad form a mutual
layer structure and then are formed as a touch screen, the
display unit 1210 may be used as both an output device and
input device. The display unit 1210 may include at least one
of'a liquid crystal display (LCD), a thin film transistor-liquid
crystal display (TFT-LCD), an organic light-emitting diode
display, a flexible display, a three-dimensional (3D) display,
and an electrophoretic display. Also, according to a type of
the first device 1000, the first device 1000 may include at
least two display units 1210. Here, the at least two display
units 1210 may face each other by using a hinge.

The sound output unit 1220 may output audio data that is
received from the communication unit 1500 or is stored in
the memory 1700. Also, the sound output unit 1220 outputs
a sound signal (e.g., a call signal receiving sound, a message
receiving sound, an alarm sound, or the like) related to
capabilities performed by the first device 1000. The sound
output unit 1220 may include a speaker, a buzzer, or the like.

The vibration motor 1230 may output a vibration signal.
For example, the vibration motor 1230 may output the
vibration signal that corresponds to an output of the audio
data (e.g., the call signal receiving sound, the message
receiving sound, or the like) or video data. Also, when a
touch is input via a touch screen, the vibration motor 1230
may output a vibration signal.

The control unit 1300 may generally control all operations
of the first device 1000. For example, the control unit 1300
may control the user input unit 1100, the output unit 1200,
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the sensing unit 1400, the communication unit 1500, the A/V
input unit 1600, etc. by executing programs stored in the
memory 1700. The control unit 1300 may generally control
the user input unit 1100, the output unit 1200, the sensing
unit 1400, the communication unit 1500, the A/V input unit
1600, etc. to perform operations of the first device 1000 in
FIGS. 1 through 49.

In more detail, the control unit 1300 may activate a
voice-message call function. When the first device 1000
sends a call to the second device 2000, the control unit 1300
may activate the voice-message call function. Alternatively,
when the first device 1000 receives a call from the second
device 2000, the control unit 1300 may activate the voice-
message call function. Alternatively, while the first device
1000 performs a call with the second device 2000, the
control unit 1300 may activate the voice-message call func-
tion.

Also, when the voice-message call function is activated,
the control unit 1300 may advise the second device 2000 that
the voice-message call function is activated in the first
device 1000. In this case, the control unit 1300 may advise
the second device 2000 of a call mode of the voice-message
call of the first device 1000.

The control unit 1300 may obtain texts that are converted
from a voice of a user of the first device 1000 and a voice
of a user of the second device 2000. The control unit 1300
may convert the voice of the user of the first device 1000 into
a text and thus may obtain the converted text. Also, the
control unit 1300 may receive the voice of the user of the
second device 2000 from the second device 2000 via the
communication unit 1500, may convert the voice into a text,
and thus may obtain the converted text. However, a method
of obtaining the converted text, the method performed by the
first device 1000, is not limited thereto. The voice of the user
of the first device 1000 and the voice of the user of the
second device 2000 may be converted into texts by various
devices or a server, and the first device 1000 may receive the
converted texts from the various devices and the server via
the communication unit 1500.

The control unit 1300 may obtain a text that is input by a
user. The control unit 1300 may obtain a text that is input by
the user of the first device 1000 during a voice-message call.
Also, during the voice-message call, the control unit 1300
may receive, from the second device 2000, a text that is
input to the second device 2000 by the user of the second
device 2000.

The control unit 1300 may arrange the converted texts and
the input texts in a temporal order and may display the
converted texts and the input texts on a screen of the first
device 1000 during a call between the users. The control unit
1300 may arrange the converted texts and the input texts in
the temporal order, based on input times of the voices and
the texts. For example, based on a time when the user of the
first device 1000 inputs the voice into the first device 1000,
a time when the user of the second device 2000 inputs the
voice into the second device 2000, a time when the user of
the first device 1000 inputs the text into the first device 1000,
and a time when the user of the second device 2000 inputs
the text into the second device 2000, the control unit 1300
may arrange the converted texts and the input texts.

The control unit 1300 may back up original voice data of
the converted texts in the memory 1700 or the server 3000.
The control unit 1300 may back up voice data of the first
user that corresponds to the text that is converted from the
voice of the first user. Also, the control unit 1300 may back
up voice data of the second user that corresponds to the text
that is converted from the voice of the second user.
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The control unit 1300 may display a chat window on the
screen of the first device 1000 during a call between the first
user and the second user. The control unit 1300 may display
the chat window on the screen of the first device 1000 to
show contents of a conversation between the first user and
the second user.

The control unit 1300 may obtain a text that is input by the
first user via the chat window. Also, the control unit 1300
may receive, from the second device 2000, a text that the
second user inputs to the second device 2000 during the
voice-message call.

The control unit 1300 may arrange the converted texts and
the input texts in a temporal order and may display the
converted texts in the chat window. The control unit 1300
may arrange the converted texts and the input texts in the
temporal order, based on input times of the voices and the
texts. For example, the control unit 1300 may arrange the
converted texts and the input texts, based on a time when the
first user inputs the voice into the first device 1000, a time
when the second user inputs the voice into the second device
2000, a time when the first user inputs the text into the first
device 1000, and a time when the second user inputs the text
into the second device 2000.

The control unit 1300 may distinguish between the con-
verted texts and the input texts and may display them. The
control unit 1300 may distinguish the text converted from
the voice of the first user and the text converted from the
voice of the second user from the text input by the first user
and the text input by the second user, and may display them.

In order to distinctively display the converted texts, the
control unit 1300 may display a separate icon around the
converted texts. Alternatively, the control unit 1300 may
distinctively display a color, a thickness, or a font of the
converted texts. However, one or more exemplary embodi-
ments are not limited thereto.

When at least one converted text among the converted
texts is selected, the control unit 1300 may output original
voice data of the selected converted text. When the con-
verted text is selected in the chat window by the first user,
the control unit 1300 may extract the original voice data of
the selected converted text from a memory, and may output
the extracted original voice data via a speaker in the first
device 1000.

The control unit 1300 may back up a text among the
arranged texts, wherein the text is obtained for a preset time
period before a predetermined event occurs. For example,
the predetermined event may include an end of a call
between the first device 1000 and the second device 2000,
reception of a user input for a text backup, or the like. For
one example, when the call between the first device 1000
and the second device 2000 ends, the first device 1000 may
back up a text that is obtained by the first device 1000 for
five minutes before the call ends. For another example, when
the first device 1000 receives the user input for the text
backup, the control unit 1300 may back up a text that is
obtained by the first device 1000 for three minutes before the
user input is received. However, a type of the event and a
time value that are set for the text backup are not limited
thereto.

The control unit 1300 may back up all of the arranged
texts in the server 3000. In this case, the control unit 1300
may back up some of the arranged texts in the first device
1000 and may back up all of the arranged texts in the server
3000. Alternatively, the first device 1000 may back up some
of the arranged texts and all of the arranged texts in the
server 3000.
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The control unit 1300 may analyze a conversation
between the users by performing various natural language-
based analyzing methods on all of the arranged texts, and
may extract a part from the arranged texts which indicates
important contents of the conversation between the users.
Also, the control unit 1300 may back up a text indicating the
extracted part of the conversation in the first device 1000.

The control unit 1300 may activate a voice-message call
function and may determine a chat application to be used
during a voice-message call. For one example, the control
unit 1300 may determine a chat application that is execut-
able by interoperating with the voice-message call function
of the first device 1000, as the chat application to be used
during the voice-message call. For another example, the
control unit 1300 may determine a chat application that is
installed in all of the first device 1000 and the second device
2000, as the chat application to be used during the voice-
message call. However, one or more exemplary embodi-
ments are not limited thereto.

The control unit 1300 may execute the determined chat
application, and may input a text, which is converted from
a voice, into the executed chat application. For example, the
control unit 1300 may install a plug-in for a text automatic
input in the executed chat application, and may input the text
converted from the voice into the chat application via the
installed plug-in. However, one or more exemplary embodi-
ments are not limited thereto.

The control unit 1300 may display a chat window on the
screen of the first device 1000 during a call between users.
The control unit 1300 may arrange, in the chat window, a
text that is converted from a voice of the first user, a text that
is input to the first device 1000 by the first user, a text that
is converted from a voice of the second user, and a text that
is input to the second device 2000 by the second user.

Also, the control unit 1300 may display the chat window
on the screen of the first device 1000 or may hide the chat
window in the screen of the first device 1000, depending on
a call mode of the voice-message call of the first device
1000.

The control unit 1300 may initiate a voice-message call
while the first device 1000 and the second device 2000 use
a chat service.

The control unit 1300 may recognize that a call mode of
the first device 1000 is changed during the voice-message
call. The call mode may include a voice mode, a text mode,
and a combination mode. When the call mode is changed,
the control unit 1300 may activate or inactivate at least one
of the speaker and a microphone of the first device 1000.
Also, when the call mode is changed, the control unit 1300
may display or hide the chat window used in the voice-
message call on the screen of the first device 1000. Also, the
control unit 1300 may selectively provide a voice or a text
of a user to the second device 2000, depending on a call
mode of the second device 2000.

The control unit 1300 may advise the first user of a change
in the call mode of the second device 2000, and may
recommend the first user to change the call mode of the first
device 1000. Also, the control unit 1300 may advise the first
user of a change in input/output functions of the second
device 2000 during a combination mode, and may recom-
mend the first user to change the call mode of the first device
1000.

The control unit 1300 may back up a part or all of text
information about a text in the chat window in the first
device 1000 or the server 3000. The control unit 1300 may
associate the text information in the chat window with a call
list and may store the call list.
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The sensing unit 1400 may sense the status of the first
device 1000 or a status of surroundings around the first
device 1000, and may deliver information about the sensed
statuses to the control unit 1300.

The sensing unit 1400 may include at least one of a
magnetic sensor 1410, an acceleration sensor 1420, a tem-
perature/humidity sensor 1430, an infrared sensor 1440, a
gyroscope sensor 1450, a position sensor (e.g., GPS) 1460,
an air pressure sensor 1470, a proximity sensor 1480, and an
RGB sensor (i.e., a luminance sensor) 1490, but one or more
embodiments of the present invention are not limited
thereto. Functions of the sensors may be intuitionally
deduced by one of ordinary skill in the art by referring to
names of the sensors, thus, detailed descriptions thereof are
omitted here.

The communication unit 1500 may include one or more
elements allowing the first device 1000 to perform commu-
nication at least one of the second device 2000, the third
device 4000, and the server 3000. For example, the com-
munication unit 1500 may include a short-range communi-
cation unit 1510, a mobile communication unit 1520, and a
broadcast receiving unit 1530.

The short-range communication unit 1510 may include,
but is not limited thereto, a Bluetooth communication unit,
a BLE communication unit, an NFC/RFID unit, a Wi-Fi
communication unit, a ZigBee communication unit, an IrDA
communication unit, a WFD communication unit, a UWB
communication unit, an Ant+ communication unit, or the
like.

The mobile communication unit 1520 transmits and
receives a wireless signal with at least one of a base station,
an external terminal, and a server on a mobile communica-
tion network. The wireless signal may include various types
of data according to communication of a sound call signal,
a video call signal, or a text/multimedia message.

The broadcast receiving unit 1530 receives a broadcast
signal and/or information related to broadcast from the
outside through a broadcast channel. The broadcast channel
may include a satellite channel and a ground wave channel.
According to an embodiment, the first device 1000 may not
include the broadcast receiving unit 1530.

The communication unit 1500 may allow the first device
1000 to exchange information for a voice-message call with
at least one of the second device 2000, the third device 4000,
and the server 3000.

The A/V input unit 1600 may receive an input of an audio
signal or a video signal and may include a camera 1610 and
a microphone 1620. The camera 1610 may obtain an image
frame such as a still image or a moving picture via an image
sensor during a video call mode or an image-capturing
mode. An image that is captured via the image sensor may
be processed by the control unit 1300 or a separate image
processing unit (not shown).

The image frame that is processed by the camera 1610
may be stored in the memory 1700 or may be transmitted to
an external source via the communication unit 1500.
According to configuration of the first device 1000, two or
more cameras 1610 may be arranged.

The microphone 1620 receives an external sound signal as
an input and processes the received sound signal into
electrical voice data. For example, the microphone 1620
may receive a sound signal from an external device or a
speaker. In order to remove noise that occurs while the
sound signal is externally input, the microphone 1620 may
use various noise removing algorithms.

The memory 1700 may store a program for processing
and controlling the control unit 1300, or may store a
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plurality of pieces of data that are input to the first device
1000 or output from the first device 1000.

The memory 1700 may include a storage medium of at
least one type of a flash memory, a hard disk, a multimedia
card type memory, a card type memory such as an SD or XD
card memory, a random access memory (RAM), a static
random access memory (SRAM), a read-only memory
(ROM), an electrically erasable programmable read-only
memory (EEPROM), a programmable read-only memory
(PROM), a magnetic memory, a magnetic disc, and an
optical disc.

The programs stored in the memory 1700 may be classi-
fied into a plurality of modules according to their functions,
for example, into a user interface (UI) module 1710, a touch
screen module 1720, an alarm module 1730, etc.

The UI module 1710 may provide a specialized Ul or a
graphical user interface (GUI) in connection with the first
device 1000 for each application. The touch screen module
1720 may detect a user’s touch gesture on a touch screen and
transmit information related to the touch gesture to the
control unit 1300. The touch screen module 1720 may
recognize and analyze a touch code. The touch screen
module 1720 may be configured by additional hardware
including a controller.

Various sensors may be arranged in or near the touch
screen to detect a touch or a proximate touch on the touch
sensor. An example of the sensor to detect the touch on the
touch screen may include a tactile sensor. The tactile sensor
detects a contact of a specific object at least as sensitively as
a person can detect. The tactile sensor may detect various
types of information such as the roughness of a contact
surface, the hardness of the contact object, the temperature
of a contact point, or the like.

An example of the sensor to detect the touch on the touch
screen may include a proximity sensor.

The proximity sensor detects the existence of an object
that approaches a predetermined detection surface or that
exists nearby, by using a force of an electro-magnetic field
or an infrared ray, instead of a mechanical contact. Examples
of the proximity sensor include a transmission-type photo-
electric sensor, a direction reflection-type photoelectric sen-
sor, a mirror reflection-type photoelectric sensor, a high
frequency oscillation-type proximity sensor, a capacity-type
proximity sensor, a magnetic proximity sensor, an infrared-
type proximity sensor, or the like. The touch gesture (i.e., an
input) of the user may include a tap gesture, a touch & hold
gesture, a double tap gesture, a drag gesture, a panning
gesture, a flick gesture, a drag & drop gesture, a swipe
gesture, or the like.

The alarm module 1730 may generate a signal for alarm-
ing occurrence of an event. Examples of the event that
occurs in the first device 1000 may include a call signal
reception, a message reception, a key signal input, schedule
notification, or the like. The alarm module 1730 may output
a video-format alarm signal via the display unit 1210, may
output an audio-format alarm signal via the sound output
unit 1220, or a vibration signal via the vibration motor 1230.

FIG. 51 is a block diagram of the server 3000, according
to an exemplary embodiment.

Referring to FIG. 51, the server 3000 may include a
communication unit 3100, a control unit 3200, and a data-
base (DB) 3300. The DB 3300 may include a voice DB
3310, a text DB 3320, and a call list DB 3330.

The communication unit 3100 may transmit data that is
required to perform a voice-message call between at least
two of the first device 1000, the second device 2000, and the
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third device 4000, to at least two of the first device 1000, the
second device 2000, and the third device 4000.

The control unit 3200 may generally control all operations
of the server 3000. For example, the control unit 3200 may
control all operations of the server 3000, by executing
programs stored in the DB 3300.

In more detail, the control unit 3200 may convert at least
one of a text of a first user that is received from the first
device 1000 and a text of a second user that is received from
the second device 2000 into a voice. The control unit 3200
may determine a tone of a voice that is converted from the
text of the first user, in consideration of user information
(e.g., a gender and an age) about the first user. Also, the
control unit 3200 may determine a tone of a voice that is
converted from the text of the second user, in consideration
of user information (e.g., a gender and an age) about the
second user.

Also, the control unit 3200 may transmit the voice that is
converted from the text of the first user to at least one of the
first device 1000 and the second device 2000 via the
communication unit 3100. Also, the control unit 3200 may
transmit the voice that is converted from the text of the
second user to at least one of the first device 1000 and the
second device 2000 via the communication unit 3100.

Also, the control unit 3200 may receive a text that is input
by the first user from the first device 1000 via the commu-
nication unit 3100, and may transmit the received text to the
second device 2000. Also, the control unit 3200 may receive
a text that is input by the second user from the second device
2000 via the communication unit 3100, and may transmit the
received text to the first device 1000.

The control unit 3200 may convert at least one of a voice
of'the first user that is received from the first device 1000 and
a voice of the second user that is received from the second
device 2000 into a text.

The control unit 3200 may transmit a text that is converted
from the voice of the first user to at least one of the first
device 1000 and the second device 2000 via the communi-
cation unit 3100. Also, the control unit 3200 may transmit a
text that is converted from the voice of the second user to at
least one of the first device 1000 and the second device 2000
via the communication unit 3100.

The control unit 3200 may receive a voice that is input by
the first user from the first device 1000 via the communi-
cation unit 3100, and may transmit the received voice to the
second device 2000. Also, the control unit 3200 may receive
a voice that is input by the second user from the second
device 2000 via the communication unit 3100, and may
transmit the received voice to the first device 1000.

The control unit 3200 may store a text indicating a
conversation between users who perform a voice-message
call. The control unit 3200 may store a part and/or all of the
text indicating the conversation between users who perform
the voice-message call. The control unit 3200 may obtain a
text that is converted from a voice that the first user inputs
to the first device 1000, a text that is converted from a voice
that the second user inputs to the second device 2000, a text
that the first user inputs to the first device 1000, and a text
that the second user inputs to the second device 2000.

The control unit 3200 may obtain the text indicating the
conversation between users from at least one of the first
device 1000, the second device 2000, and the server 3000.
Also, the control unit 3200 may store a part and/or all of the
obtained text in the DB 3300.

The control unit 3200 may store voice data indicating a
conversation between users who perform a voice-message
call. The control unit 3200 may store a part and/or all of the
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voice data indicating the conversation between users who
perform the voice-message call. The control unit 3200 may
obtain voice data that is converted from a text that the first
user inputs to the first device 1000, voice data that is
converted from a text that the second user inputs to the
second device 2000, voice data that the first user inputs to
the first device 1000, and voice data that the second user
inputs to the second device 2000.

The control unit 3200 may obtain the voice data indicat-
ing the conversation between users from at least one of the
first device 1000, the second device 2000, and the server
3000. Also, the control unit 3200 may store a part and/or all
of the obtained voice data in the DB 3300.

The control unit 3200 may generate a call list in relation
to a voice-message call between users. Also, the control unit
3200 may match the stored text and the stored voice data
with the call list in relation to the voice-message call
between users.

The DB 3300 may store data for a voice-message call
between at least two of the first device 1000, the second
device 2000, and the third device 4000.

The voice DB 3310 may store a plurality of pieces of
voice data of the users. The voice DB 3310 may store voice
data that is input by a user and voice data that is converted
from a text that the user inputs. Also, the voice DB 3310 may
store a plurality of pieces of attribute information about the
plurality of pieces of voice data of the users. The attribute
information about voice data may be used to distinguish
between a voice that is input by the user and a voice that is
converted from a text that is input by the user. However, one
or more embodiments of the present invention are not
limited thereto.

The text DB 3320 may store texts of the users. The text
DB 3320 may store a text that is input by the user and a text
that is converted from a voice input by the user. Also, the text
DB 3320 may store a plurality of pieces of attribute infor-
mation about the texts of the users. The attribute information
about a text may be used to distinguish between a text that
is input by the user and a text that is converted from a voice
that is input by the user. However, one or more embodiments
of the present invention are not limited thereto.

The call list DB 3330 may store the call list in relation to
the voice-message call between users. The call list DB 3330
may also store various types of information about the call list
DB 3330. Data stored in the call list DB 3330 may mutually
match with data stored in the voice DB 3310 and data stored
in the text DB 3320.

The exemplary embodiments may be embodied as com-
puter readable code/instructions on a recording medium,
e.g., a program module to be executed in computers, which
include computer-readable commands. The computer stor-
age medium may include any usable medium that may be
accessed by computers, volatile and non-volatile medium,
and detachable and non-detachable medium. Also, the com-
puter storage medium may include a computer storage
medium and a communication medium. The computer stor-
age medium includes all volatile and non-volatile media,
and detachable and non-detachable media which are tech-
nically implemented to store information including com-
puter readable commands, data structures, program modules
or other data. The communication medium includes com-
puter-readable commands, a data structure, a program mod-
ule, other data as modulation-type data signals such as
carrier signals, or other transmission mechanism, and
includes other information transmission mediums.

Throughout the specification, a term “unit” indicates a
hardware component such as a processor or a circuit, and/or
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a software component that is executed by a hardware
component such as a processor.

It should be understood that the exemplary embodiments
described herein should be considered in a descriptive sense
only and not for purposes of limitation. Descriptions of
features or aspects within each embodiment should typically
be considered as available for other similar features or
aspects in other embodiments. For example, configuring
elements that are singular forms may be executed in a
distributed fashion, and also, configuring elements that are
distributed may be combined and then executed.

While the exemplary embodiments have been particularly
shown and described, it will be understood by those of
ordinary skill in the art that various changes in form and
details may be made therein without departing from the
spirit and scope of the present disclosure as defined by the
following claims.

What is claimed is:

1. An electronic device that performs a call with an
external electronic device, the electronic device comprising:

a display; and

a processor configured to:

obtain, during the call between the electronic device
and the external electronic device, first text gener-
ated based on voice data that is exchanged between
the electronic device and the external electronic
device, second text inputted to the electronic device
and third text received from the external electronic
device, and

control the display to display the first text, the second
text, and the third text, during the call between the
electronic device and the external electronic device.

2. The device of claim 1, wherein the first text, the second
text, and the third text are arranged in a temporal order in
which the first text, the second text, and the third text are
obtained by the electronic device, and

wherein the processor is further configured to control the

display to display a chat window comprising the
arranged first text, second text, and third text.

3. The device of claim 1, wherein the processor is further
configured to control the display to display the first text, the
second text, and the third text distinguishably from each
other.

4. The device of claim 3, wherein the processor is further
configured to control the display to display a reliability of
the text according to reliability of voice conversion of the
text.

5. The device of claim 3, further comprising an audio
output unit configured to output original voice data that
corresponds to the first text, according to selection of the
first text.

6. The device of claim 5, wherein the selected first text is
a sentence or a word in a sentence.

7. The device of claim 1, wherein, when an output method
of the external electronic device is changed during the call
between the electronic device and the external electronic
device, the electronic device receives information indicating
the changed output method, and

wherein the output method comprises a voice-only output

method, a text-only output method, and a voice and text
output method.

8. The device of claim 7, wherein the processor is further
configured to control the electronic device to output an
indicator of the changed output method to the user of the
electronic device by using at least one selected from a voice,
a text, and a vibration.
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9. The device of claim 7, wherein the processor is further
configured to recommend the user of the electronic device to
change an input method of the electronic device during the
call between the electronic device and the external electronic
device, according to the output method of the external
electronic device, and

wherein the input method comprises a voice-only input

method, a text-only input method, and a voice and text
input method.
10. The device of claim 1, wherein the processor is further
configured to associate the first text, the second text, and the
third text with a call list that comprises a call history in
relation to the external device, and to store the call list.
11. The device of claim 10, wherein the processor is
further configured to store a part of the first text, the second
text, and the third text, and
wherein the part of the first text, the second text, and the
third text indicates a text that is obtained for a preset
time period during the call between the electronic
device and the external electronic device before a
predetermined event occurs.
12. A method of an electronic device performing a call
with an external electronic device, the method comprising:
obtaining, during the call between the electronic device
and the external electronic device, first text generated
based on voice data that is exchanged between the
electronic device and the external electronic device,
second text inputted to the electronic device, and third
text received from the external electronic device; and

controlling to display the first text, the second text, and the
third text, during the call between the electronic device
and the external electronic device.

13. The method of claim 12, wherein the first text, the
second text, and the third text are arranged in a temporal
order in which the first text, the second text, and the third
text are obtained by the electronic device, and

the controlling to display comprises controlling to display

a chat window comprising the arranged first text,
second text, and third text on the screen of the device.

14. The method of claim 12, wherein the controlling to
display comprises controlling to distinguishably display the
first text, the second text, and the third text.

15. The method of claim 14, wherein the first text is
displayed according to reliability of voice conversion of the
first text.

16. The method of claim 14, further comprising output-
ting original voice data that corresponds to the first text,
according to selection of the first text.

17. The method of claim 16, wherein the selected first text
is a sentence or a word in a sentence.

18. The method of claim 12, further comprising, when an
output method of the external electronic device is changed
during the call between the electronic device and the exter-
nal electronic device, receiving information indicating the
changed output method, and

wherein the output method comprises a voice-only output

method, a text-only output method, and a voice and text
output method.

19. The method of claim 18, further comprising output-
ting using at least one selected from a voice, a text, and a
vibration as an indicator of the changed output method.

20. The method of claim 18, further comprising:

recommending the user of the electronic device to change

an input method of the device during the call between
the electronic device and the external electronic device,
according to the output method of the external elec-
tronic device, and
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wherein the input method comprises a voice-only input

method, a text-only input method, and a voice and text

input method.

21. The method of claim 12, further comprising associ-
ating the first text, the second text, and the third text with a
call list that comprises a call history in relation to the
external device, and storing the call list.

22. The method of claim 21, wherein the storing com-
prises storing a part of the first text, the second text, and the
third text, and

wherein the part of the first text, the second text, and the

third text indicates a text that is obtained for a preset

time period during the call between the electronic

device and the external electronic device before a

predetermined event occurs.

23. A system that provides a call between a first electronic
device and a second electronic device, the system compris-
ing:

a server comprising:

a communication unit configured to receive a voice
data of a first user from the first electronic device;
and

a processor configured to generate first text based on
the voice data of the first user,

wherein the communication unit is further configured to

transmit the first text to the second electronic device;

the first electronic device configured to provide the voice
data of the first user to the server; and

the second electronic device configured to display, during

the call between the first electronic device and the

second electronic device, the first text, which is trans-
mitted to the second electronic device, second text
inputted to the second electronic device and third text

that is received from the first electronic device, on a

screen of the second electronic device during the call.

24. The system of claim 23, wherein the server is further
configured to store the first text.

25. The system of claim 24, wherein the server is further
configured to store the voice of the first user that is received
from the first electronic device.

26. A non-transitory computer-readable recording
medium having recorded thereon a program for executing
the method of claim 12, by using a computer.

27. An electronic device comprising:

a transceiver; and

a processor configured to control the transceiver to estab-

lish a voice-message communication session with an
external electronic device, the voice-message commu-
nication session supporting transmission and reception
of voice data and text data between the electronic
device and the external electronic device.

28. The electronic device of claim 27, further comprising:

a display; and

an input/output unit configured to receive input from a

user and output information to a user;

wherein the processor is further configured to control the

display to display the text data received from the
external electronic device as text information and con-
trol the input/output unit to output the voice data
received from the external electric device as audio
information.

29. The electronic device of claim 28, wherein the pro-
cessor is further configured to control the input/output unit
to receive text data from the user and voice data from the
user, and control the transceiver to transmit the text data and
the voice data to the external electronic device.
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30. The electronic device of claim 29, wherein the pro-
cessor is further configured to control the electronic device
to operate in a voice call mode.
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